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#### Abstract

We present an effective algorithm to solve the Linear and Nonlinear KleinGordon equation, which is based on the Perturbation Iteration Transform Method (PITM) The Klein-Gordon equation is the name given to the equation of motion of a quantum scalar or pseudo scalar field, a field whose quanta are spin-less particles. It describes the quantum amplitude for finding a point particle in various places, the relativistic wave function, but the particle propagates both forwards and backwards in time. The Perturbation Iteration Transform Method (PITM) is a combined form of the Laplace Transform Method and Perturbation Iteration Algorithm. The method provides the solution in the form of a rapidly convergent series. Some numerical examples are used to illustrate the preciseness and effectiveness of the proposed method. The results show that the PITM is very efficient, simple and can be applied to other nonlinear problems.
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## 1. Introduction

Nonlinear phenomena, that is found in many areas of scientific research, such as solid state physics, fluid dynamics, plasma physics, mathematical biology and chemical kinematics can be modeled by partial differential equations. The Klein-Gordon equation is an important group of partial differential equations and is present in relativistic quantum mechanics and field theory, which is immensely important for the high energy physicist [1], and is employed for the modeling of various phenomena, including the propagation of dislocations in crystals and the behavior of elementary particles. On the other hand, the one-dimensional Klein-Gordon equation is given through the partial differential equation [2].

In the present paper, we are concerned with the numerical approximation of the following Nonlinear Klein-Gordon equation:

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x}(x, t)+a u(x, t)=h(x, t) \tag{1}
\end{equation*}
$$

with initial conditions

[^0]\[

$$
\begin{equation*}
u(x, 0)=f(x) ; \quad u_{t}(x, 0)=g(x) \tag{2}
\end{equation*}
$$

\]

Klein-Gordon equation and the various other forms of the Nonlinear Klein-Gordon equation are all studied extensively in an assortment of papers. The equation has drawn a great deal of interest in studying Solation's and Soliton Perturbation Theory [3-6]. Biswas et al. studied the adiabatic dynamics of topological and non-topological solitons alike in presence of perturbation terms [7-10]. For one to obtain the exact and numerical solutions for Nonlinear Klein-Gordon Equations, a number of methods have been devised, some of which are the Modified Decomposition Method [11], the Symplectic Finite Difference Approximations Method [12], the Variational Iteration Method [13, 14], the Finite Element Method [15], the Cubic B-Spline Collocation Method [16], the Finite Difference Method [17], the Decomposition Method [18], Exp-Function Method [19, 20], the Homotopy Perturbation Method [21], the Tanh Method [22] and the Jacobi Elliptic Function Method [23], the Soliton Solution [24-28], the Stationary Solutions [29], the Numerical Scheme Based on the Collocation Method [2], and the Traveling Wave Solutions [30].

In this study, we propose a consistent algorithm based on the Perturbation Iteration Method to resolve the Linear and Nonlinear Klein-Gordon Equations. It should be mentioned that this method is a resourceful combination of the Laplace Transformation and New Perturbation Iteration Algorithm [31]. The Perturbation Iteration Transform Method (PITM) yields the solution in a rapid convergent series which results in the solution being in closed form. The prime benefit of the technique is that it grants its users with an analytical approximation, in many cases even an exact solution, in a rapidly convergent sequence with elegantly computed terms.

The paper is presented as follows. In section 2, we start off with some basic information of Perturbation Iteration Algorithm. Section 3 consists of description of Perturbation Iteration Transform Method. In section 4, we apply the Perturbation Iteration Transform Method (PITM) to solve five test examples in order to show its ability and efficiency. Section 5 is a conclusion of all of the above.

## 2. Perturbation Iteration Algorithm (PIA)

Consider the following non-linear differential equation

$$
\begin{equation*}
A(u)-f(r)=0 ; \quad r \in \Omega \tag{3}
\end{equation*}
$$

with boundary condition

$$
\begin{equation*}
B\left(u, \frac{\partial u}{\partial n}\right)=0 ; \quad r \in \Gamma \tag{4}
\end{equation*}
$$

Where $A, B, f(r)$ and $\Gamma$ are general operator, a boundary operator, a known analytic function and the boundary of the domain $\Omega$, respectively. The operator $A$ have both linear and nonlinear terms in it.

$$
\begin{equation*}
L[u]+N[u]-f(r)=0 \tag{5}
\end{equation*}
$$

Introducing $\epsilon$ with nonlinear term yield

$$
\begin{equation*}
L[u]+\epsilon N[u]-f(r)=0 \tag{6}
\end{equation*}
$$

By applying Perturbation Iteration Algorithm, discussed in [31], we introduce perturbation expansion with $n$ correction terms in Eq.(6)

$$
\begin{equation*}
u=u_{\circ}+\epsilon u_{1}+\epsilon^{2} u_{2}+\ldots+\epsilon^{n} u_{n} \tag{7}
\end{equation*}
$$

where $\epsilon$ is the perturbation parameter. Substitute Eq.(7) in Eq.(6) and expanding Taylor's series with $m^{t h}$ order yields

$$
\begin{align*}
& A\left(u_{\circ}\right)+\epsilon N\left(u_{\circ}\right)+\left(A^{\prime}\left(u_{\circ}\right)+\epsilon N^{\prime}\left(u_{\circ}\right)\right)\left(\epsilon u_{1}+\epsilon^{2} u_{2}+\ldots+\epsilon^{n} u_{n}\right)+ \\
& \frac{\left(A^{\prime \prime}\left(u_{\circ}\right)+\epsilon N^{\prime \prime}\left(u_{\circ}\right)\right)}{2!}\left(\epsilon u_{1}+\epsilon^{2} u_{2}+\ldots+\epsilon^{n} u_{n}\right)^{2}+\ldots . .+  \tag{8}\\
& \frac{\left(A^{(m)}\left(u_{\circ}\right)+\epsilon N^{(m)}\left(u_{\circ}\right)\right)}{m!}\left(\epsilon u_{1}+\epsilon^{2} u_{2}+\ldots+\epsilon^{n} u_{n}\right)^{m}=f(r)
\end{align*}
$$

It is point to remember that since $n$ terms in perturbation expansion and $m^{\text {th }}$ order derivatives in the Taylor's series, the Perturbation Iteration Algorithm developed will be $\operatorname{PIA}(n, m) ; n$ should be always less than or equal to $m$, other unknown correction terms in perturbation expansion can't be determined. Eq. (8) should be grouped with respect to the same order of $\epsilon$, then comparing the coefficient of same power of $\epsilon$ gives the unknown correction terms. Substituting back these correction terms in to Eq.(7) yield an algorithm for solution of Eq.(3).

In the present paper the simplest Perturbation Iteration Algorithm $\operatorname{PIA}(1,1)$ is used by taking one correction term in the perturbation expansion and correction terms of only first derivatives in the Taylor's series expansion, that is, $n=1, m=1$. Consider the second order general partial differential equation

$$
\begin{equation*}
F\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, \epsilon\right)=0 \tag{9}
\end{equation*}
$$

where $u=u(x, t), \dot{u}=\frac{\partial u}{\partial t}, \ddot{u}=\frac{\partial^{2} u}{\partial t^{2}}, u^{\prime}=\frac{\partial u}{\partial x}, u^{\prime \prime}=\frac{\partial^{2} u}{\partial x^{2}}$ and $\epsilon$ the artificially introduced perturbation parameter. In this method only one correction term in the perturbation expansion

$$
\begin{equation*}
u_{n+1}=u_{n}+\epsilon\left(u_{c}\right)_{n} \tag{10}
\end{equation*}
$$

Substituting Eq.(10) in Eq.(9), expanding in a Taylor's series with first derivative only yields

$$
\begin{align*}
& F\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right)+F_{\dot{u}}\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right) \epsilon\left(\ddot{u}_{c}\right)_{n}+F_{\dot{u}}\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right) \epsilon\left(\dot{u}_{c}\right)_{n}+ \\
& F_{u^{\prime \prime}}\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right) \epsilon\left(u_{c}^{\prime \prime}\right)_{n}+F_{u^{\prime}}\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right) \epsilon\left(u_{c}^{\prime}\right)_{n}+F_{u}\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right) \epsilon\left(u_{c}\right)_{n}+ \\
& F_{\epsilon}\left(\ddot{u}, \dot{u}, u^{\prime \prime}, u^{\prime}, u, 0\right) \epsilon=0 \tag{11}
\end{align*}
$$

where $u=u(x, t), F_{\dot{u}}=\frac{\partial F}{\partial \ddot{u}}, F_{\dot{u}}=\frac{\partial F}{\partial \ddot{u}}, F_{u^{\prime \prime}}=\frac{\partial F}{\partial u^{\prime \prime}}, F_{u^{\prime}}=\frac{\partial F}{\partial u^{\prime}}, F_{u}=\frac{\partial F}{\partial u}, F_{\epsilon}=\frac{\partial F}{\partial \epsilon}$ and $\epsilon$ the all derivative are evaluated at $\epsilon=0$. Starting with the initial condition $u_{\circ}$ first $\left(u_{c}\right)_{\circ}$ has been calculated by the help of Eq.(7). Then we substitute ( $u_{c}$ )。into Eq.(6) to find $u_{1}$. Iteration process is repeated using Eq.(6) and Eq.(7) until we obtain a satisfactory result.

## 3. Perturbation Iteration Transform Method (Pitm)

To illustrate the basic idea of this method, we consider a general nonlinear partial differential equation with boundary conditions of the form:

$$
\begin{equation*}
D u(x, t)+R u(x, t)+N u(x, t)=g(x, t) \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
u(x, 0)=h(x) ; \quad u_{t}(x, 0)=f(x) \tag{13}
\end{equation*}
$$

Where $D$ is the second order linear differential operator $D=\frac{\partial^{2}}{\partial t^{2}}, R$ is the linear differential operator of less order than $D, N$ represents the general nonlinear differential operator and $g(x, t)$ is the source term. Taking the Laplace Transform (denote in this paper by $\mathcal{L}$ ) on both sides of Eq.(12), we get

$$
\begin{equation*}
\mathcal{L}[D u(x, t)]+\mathcal{L}[R u(x, t)]+\mathcal{L}[N u(x, t)]=\mathcal{L}[g(x, t)] \tag{14}
\end{equation*}
$$

Using the differential property of the Laplace Transform, we have

$$
\begin{equation*}
\mathcal{L}[D u(x, t)]=\frac{h(x)}{s}+\frac{f(x)}{s^{2}}+\frac{1}{s^{2}} \mathcal{L}[g(x, t)]-\frac{1}{s^{2}} \mathcal{L}[R u(x, t)]-\frac{1}{s^{2}} \mathcal{L}[N u(x, t)] \tag{15}
\end{equation*}
$$

Operating with the Laplace Inverse Transform on both sides of Eq. (15) gives

$$
\begin{equation*}
u(x, t)=G(x, t)-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}[R u(x, t)+N u(x, t)]\right] \tag{16}
\end{equation*}
$$

where $G(x, t)$ represent the term arising from the source term and the prescribed initial conditions. Now we apply the Perturbation Iteration Method. Take Eq.(16) and arranging the equation and make the following form

$$
\begin{equation*}
u(x, t)-G(x, t)+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}[R u(x, t)+N u(x, t)]\right] \epsilon=0 \tag{17}
\end{equation*}
$$

where $\epsilon$ is the perturbation parameter

$$
\begin{equation*}
u(x, t)-G(x, t)+u_{c}(x, t) \epsilon+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}[R u(x, t)+N u(x, t)]\right] \epsilon=0 \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{c}(x, t)=\frac{G(x, t)-u(x, t)}{\epsilon}-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}[R u(x, t)+N u(x, t)]\right] \tag{19}
\end{equation*}
$$

which is the coupling of the Laplace Transform and the Perturbation Iteration Method. Starting with an initial guess $u_{\circ}$. First $\left(u_{c}\right)_{\circ}$ is calculated from Eq.(19) and then substituted in Eq.(10) for calculating $u_{1}$. The iteration algorithm procedure is repeated using Eq.(19) and Eq.(2) until a satisfactory result is obtained. This iteration algorithm may produce similar results with the variation algorithm explained in [14].

$$
\begin{align*}
& u_{\circ}(x, t)=G(x, t) \\
& u_{1}(x, t)=-u_{\circ}(x, t)+G(x, t)-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[R u_{\circ}(x, t)+N u_{\circ}(x, t)\right]\right] \\
& u_{2}(x, t)=-u_{1}(x, t)+G(x, t)-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[R u_{1}(x, t)+N u_{1}(x, t)\right]\right] \tag{20}
\end{align*}
$$

and so on. The approximate solution thus obtained by

$$
\begin{equation*}
u(x, t)=u_{\circ}(x, t)+u_{1}(x, t)+u_{2}(x, t)+\ldots \tag{21}
\end{equation*}
$$

## 4. Numerical Applications

In this section, we use Perturbation Iteration Transform Method (PITM) in solving the Linear and Nonlinear Klein-Gordon Equations.
4.1. Example 1. Consider the following Linear Klein-Gordon Equation

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x}(x, t)+u(x, t)=0 \tag{22}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(x, 0)=0 ; \quad u_{t}(x, 0)=x \tag{23}
\end{equation*}
$$

Applying Laplace Transform on both sides of Eq.(22) subject to the boundary conditions Eq.(23), we have

$$
\begin{equation*}
\mathcal{L}[u(x, t)]=\frac{x}{s}+\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right] \tag{24}
\end{equation*}
$$

The Inverse of Laplace Transform implies that

$$
\begin{equation*}
u(x, t)=x t+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \check{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \tag{25}
\end{equation*}
$$

Now, applying the Perturbation Iteration Method, we get

$$
\begin{gather*}
u(x, t)-x t-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \epsilon=0  \tag{26}\\
u(x, t)-x t+u_{c}(x, t) \epsilon-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \epsilon=0  \tag{27}\\
u_{c}(x, t)=\frac{-u(x, t)+x t}{\epsilon}+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \tag{28}
\end{gather*}
$$

we have

$$
\begin{align*}
& u_{\circ}(x, t)=x t \\
& u_{1}(x, t)=-\frac{1}{3!} x t^{3} \\
& u_{2}(x, t)=\frac{1}{5!} x t^{5} \\
& u_{3}(x, t)=-\frac{1}{7!} x t^{7}  \tag{29}\\
& u_{4}(x, t)=\frac{1}{9!} x t^{9}
\end{align*}
$$

and so on. Therefore the solution $u(x, t)$ is given by

$$
\begin{equation*}
u(x, t)=x\left(t-\frac{1}{3!} t^{3}+\frac{1}{5!} t^{5}-\frac{1}{7!} t^{7}+\frac{1}{9!} t^{9}-\ldots .\right) \tag{30}
\end{equation*}
$$

In series form, we have $u(x, t)=x \sin t$
4.2. Example 2. Consider the following Nonlinear Klein-Gordon Equation

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x}(x, t)+u(x, t)=2 \sin x \tag{31}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(x, 0)=\sin x ; \quad u_{t}(x, 0)=1 \tag{32}
\end{equation*}
$$

Applying Laplace Transform on both sides of Eq.(31) subject to the boundary conditions Eq.(32), we have

$$
\begin{equation*}
\mathcal{L}[u(x, t)]=\frac{2 \sin x}{s^{3}}+\frac{\sin x}{s}+\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right] \tag{33}
\end{equation*}
$$

The Inverse of Laplace Transform implies that

$$
\begin{equation*}
u(x, t)=t^{2} \sin x+\sin x+t+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \tag{34}
\end{equation*}
$$

Now, applying the Perturbation Iteration Method, we get

$$
\begin{gather*}
u(x, t)-t^{2} \sin x-\sin x-t-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \epsilon=0  \tag{35}\\
u_{c}(x, t)=\frac{-u(x, t)+\sin x+t+t^{2} \sin x}{\epsilon}+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u(x, t)\right]\right] \tag{36}
\end{gather*}
$$

we have

$$
\begin{align*}
& u_{\circ}(x, t)=t+\sin x+t^{2} \sin x \\
& u_{1}(x, t)=-\frac{1}{3!} t^{3}-t^{2} \sin x-\frac{1}{3!} t^{4} \sin x \\
& u_{2}(x, t)=\frac{1}{5!} t^{5}+\frac{1}{3!} t^{4} \sin x+\frac{1}{90} t^{6} \sin x \\
& u_{3}(x, t)=-\frac{1}{7!} t^{7}-\frac{1}{90} t^{6} \sin x-\frac{1}{2520} t^{8} \sin x  \tag{37}\\
& u_{4}(x, t)=\frac{1}{9!} t^{9}+\frac{1}{2520} t^{8} \sin x+\frac{1}{113400} t^{10} \sin x
\end{align*}
$$

and so on. Therefore the solution $u(x, t)$ is given by

$$
\begin{equation*}
u(x, t)=\sin x+\left(t-\frac{1}{3!} t^{3}+\frac{1}{5!} t^{5}-\frac{1}{7!} t^{7}+\frac{1}{9!} t^{9}-\ldots\right) \tag{38}
\end{equation*}
$$

In series form, we have $u(x, t)=\sin x+\sin t$
4.3. Example 3. Consider the following Nonlinear Klein-Gordon equation

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x}(x, t)+u^{2}(x, t)=x^{2} t^{2} \tag{39}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(x, 0)=0 ; \quad u_{t}(x, 0)=x \tag{40}
\end{equation*}
$$

Applying Laplace Transform on both sides of Eq.(39) subject to the boundary conditions Eq.(40), we have

$$
\begin{equation*}
\mathcal{L}[u(x, t)]=\frac{x}{s^{2}}+\frac{2 x^{2}}{s^{5}}+\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right] \tag{41}
\end{equation*}
$$

The Inverse of Laplace Transform implies that

$$
\begin{equation*}
u(x, t)=x t+\frac{x^{2} t^{4}}{12}+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right]=0 \tag{42}
\end{equation*}
$$

Now, applying the Perturbation Iteration Method, we get

$$
\begin{gather*}
u(x, t)-x t-\frac{x^{2} t^{4}}{12} \epsilon-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \epsilon=0  \tag{43}\\
u_{c}(x, t)=\frac{-u(x, t)+x t}{\epsilon}+\frac{x^{2} t^{4}}{12}+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \tag{44}
\end{gather*}
$$

we have

$$
\begin{aligned}
u_{\circ}(x, t)= & x t+\frac{1}{12} x^{2} t^{4} \\
u_{1}(x, t)= & \frac{1}{180} t^{6}-\frac{1}{12} x^{2} t^{4}-\frac{1}{252} x^{3} t^{7}-\frac{1}{12960} x^{4} t^{10} \\
u_{2}(x, t)= & -\frac{1}{180} t^{6}-\frac{1}{5896800} t^{14}-\frac{11}{22680} x t^{9}-\frac{1}{142560} x^{2} t^{12}+\frac{1}{252} x^{3} t^{7}+\frac{1}{4762800} x^{3} t^{15}+ \\
& \frac{1}{6048} x^{4} t^{10}+\frac{1}{356918400} x^{4} t^{18}+\frac{1}{1010880} x^{5} t^{13}-\frac{1}{15240960} x^{6} t^{16}-\frac{1}{558472320} x^{7} t^{19}- \\
& \frac{1}{77598259200} x^{8} t^{22}
\end{aligned}
$$

and so on. Therefore the solution $u(x, t)$ in series form is given by $u(x, t)=x t$
4.4. Example 4. Consider the following Nonlinear Klein-Gordon equation

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x}(x, t)+u^{2}(x, t)=2 x^{2}-2 t^{2}+x^{4} t^{4} \tag{46}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(x, 0)=0 ; \quad u_{t}(x, 0)=0 \tag{47}
\end{equation*}
$$

Applying Laplace Transform on both sides of Eq.(46) subject to the boundary conditions Eq.(47), we have

$$
\begin{equation*}
\mathcal{L}[u(x, t)]=-\frac{4}{s^{5}}+\frac{24 x^{4}}{s^{7}}+\frac{2 x^{2}}{s^{3}}-\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right] \tag{48}
\end{equation*}
$$

The Inverse of Laplace Transform implies that

$$
\begin{equation*}
u(x, t)=x^{2} t^{2}-\frac{1}{6} t^{4}+\frac{1}{30} x^{4} t^{6}-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \tag{49}
\end{equation*}
$$

Now, applying the Perturbation Iteration Method, we get

$$
\begin{array}{r}
u(x, t)-x^{2} t^{2} \epsilon+\frac{1}{6} t^{4} \epsilon-\frac{1}{30} x^{4} t^{6} \epsilon+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \epsilon=0 \\
u_{c}(x, t)=\frac{-u(x, t)}{\epsilon}+x^{2} t^{2}-\frac{1}{6} t^{4}+\frac{1}{30} x^{4} t^{6}-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \tag{51}
\end{array}
$$

we have
$u_{\circ}(x, t)=x^{2} t^{2}-\frac{1}{6} t^{4}+\frac{1}{30} x^{4} t^{6}$
$u_{1}(x, t)=-\frac{1}{6} t^{4}+\frac{1}{3240} t^{10}-\frac{11}{840} x^{2} t^{8}+\frac{1}{30} x^{4} t^{6}-\frac{1}{11880} x^{4} t^{12}+\frac{1}{1350} x^{6} t^{10}+\frac{1}{163800} x^{8} t^{14}$
and so on. Therefore the solution $u(x, t)$ in series form is given by $u(x, t)=x^{2} t^{2}$
4.5. Example 5. Consider the following Nonlinear Klein-Gordon equation

$$
\begin{equation*}
u_{t t}(x, t)-u_{x x}(x, t)+u^{2}(x, t)=6 x t\left(x^{2}-t^{2}\right)+x^{6} t^{6} \tag{53}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
u(x, 0)=0 ; \quad u_{t}(x, 0)=0 \tag{54}
\end{equation*}
$$

Applying Laplace Transform on both sides of Eq.(53) subject to the boundary conditions Eq.(54), we have

$$
\begin{equation*}
\mathcal{L}[u(x, t)]=-\frac{36 x}{s^{6}}+\frac{6 x^{3}}{s^{4}}+\frac{720 x^{6}}{s^{9}}+\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right] \tag{55}
\end{equation*}
$$

The Inverse of Laplace Transform implies that

$$
\begin{equation*}
u(x, t)=-\frac{3}{10} x t^{5}+\frac{3}{2} x^{3} t^{3}+\frac{1}{56} x^{6} t^{8}+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} L\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \tag{56}
\end{equation*}
$$

Now, applying the Perturbation Iteration Method, we get

$$
\begin{gather*}
u(x, t)+\frac{3}{10} x t^{5} \epsilon-\frac{3}{2} x^{3} t^{3} \epsilon-\frac{1}{56} x^{6} t^{8} \epsilon-\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \epsilon=0  \tag{57}\\
u_{c}(x, t)=\frac{-u(x, t)}{\epsilon}-\frac{3}{10} x t^{5}+\frac{3}{2} x^{3} t^{3}+\frac{1}{56} x^{6} t^{8}+\mathcal{L}^{-1}\left[\frac{1}{s^{2}} \mathcal{L}\left[u_{x x}(x, t)-u^{2}(x, t)\right]\right] \tag{58}
\end{gather*}
$$

we have
$u_{\circ}(x, t)=-\frac{3}{10} x t^{5}+\frac{3}{2} x^{3} t^{3}+\frac{1}{56} x^{6} t^{8}$
$u_{1}(x, t)=\frac{9}{20} x t^{5}-\frac{3}{4400} x^{2} t^{12}+\frac{67}{4200} x^{4} t^{10}-\frac{9}{224} x^{6} t^{8}+\frac{1}{19600} x^{7} t^{15}-\frac{1}{2912} x^{9} t^{13}-\frac{1}{959616} x^{12} t^{18}$
and so on. Therefore the solution $u(x, t)$ in series form is given by $u(x, t)=x^{3} t^{3}$

## 5. Concluding Remarks

The recently derived Perturbation Iteration Transform Method is applied to Linear and Nonlinear Klein-Gordon Equations for the first time. The theory is first developed and then applied to five different problems. On the basis of this study, one may reach the conclusion that PITM is a powerful and capable process that helps profoundly in finding exact and approximate solutions for linear and nonlinear differential equations. It is important to note that the method is capable of reducing the volume of the computational work as compared to the classical methods while maintaining the high accuracy of the numerical result; the size reduction amounts to an improvement of the performance of the approach. That the Perturbation Iteration Transform Method solves Linear and Nonlinear problems without needing Adomian Polynomials is a clear advantage of this technique over the Decomposition Method. Conclusively, the PITM could be considered as a welcome refinement in existing numerical techniques and may open doors to wider applications.

## 6. Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

## 7. Acknowledgment

We thank the reviewers for their thorough efforts in editing our paper and highly appreciate the comments and constructive criticism that significantly contributed in improving the quality of the publication. The authors also thank Ms. Wishaal Khalid for proofreading our research paper.

## References

[1] Greiner, W., (2000), Relativistic Quantum Mechanics-Wave Equations, 3rd edition, Springer-Verlag, Berlin.
[2] Dehghan, M. and Shokri, A., (2009), Numerical solution of the nonlinear Klein-Gordon equation using radial basis functions, Journal of Computational and Applied Mathematics, 230 (2), pp 400-410.
[3] Biswas, A., Yildirim, A., Hayat, T., Aldossary, O.M. and Sassaman, R., (2012), Soliton perturbation theory for the generalized Klein-Gordon equation with full nonlinearity, Proceedings of the Romanian Academy A, 13 (1), pp. 32-41.
[4] Biswas, A., Zony, C. and Zerrad, E., (2008), Soliton perturbation theory for the quadratic nonlinear Klein-Gordon equation, Applied Mathematics and Computation, 203 (1), pp. 153-156.
[5] Biswas, A., Ebadi, G., Fessak, M., Johnpillai, A.G., Johnson, S., Krishnan, E.V. and Yildirim, A., (2012), Solutions of the perturbed Klein-Gordon equations, Iranian Journal of Science and Technology A, 36 (4), pp. 431-452.
[6] Sassaman, R. and Biswas, A., (2009), Soliton perturbation theory for phi-four model and nonlinear Klein-Gordon equations, Communications in Nonlinear Science and Numerical Simulation, 14 (8), pp. 3239-3249.
[7] Sassaman, R. and Biswas, A., (2009), Topological and non-topological solitons of the generalized Klein-Gordon equations, Applied Mathematics and Computation, 215 (1), pp. 212-220.
[8] Sassaman, R., Heidari, A. and Biswas, A., (2010), Topological and non-topological solitons of nonlinear Klein-Gordon equations by He's semi-inverse variational principle, Journal of the Franklin Institute, 347 (7), pp. 1148-1157.
[9] Sassaman, R., Heidari, A., Majid, F., Zerrad, E. and Biswas, A., (2010), Topological and nontopological solitons of the generalized Klein-Gordon equations in $1+2$ dimensions, Dynamics of Continuous, Discrete \& Impulsive Systems A, 17 (2), pp. 275-286.
[10] Sassaman, R. and Biswas, A., (2010), Topological and non-topological solitons of the Klein-Gordon equations in $1+2$ dimensions, Nonlinear Dynamics, 61 (1-2), pp. 23-28.
[11] Wazwaz, A., (2006), The modified decomposition method for analytic treatment of differential equations, Applied Mathematics and Computation, 173 (1), pp. 165-176.
[12] Duncan, D.B., (1997), Symplectic finite difference approximations of the nonlinear Klein-Gordon equation, SIAM Journal on Numerical Analysis, 34 (5), pp. 1742-1760.
[13] Abbasbandy, S., (2007), Numerical solution of non-linear Klein-Gordon equations by variational iteration method, International Journal for Numerical Methods in Engineering, 70 (7), pp. 876-881.
[14] Yusufoglu, E., (2008), The variational iteration method for studying the Klein-Gordon equation, Applied Mathematics Letters, 21 (7), pp. 669-674.
[15] Wang, Q. and Cheng, D., (2005), Numerical solution of damped nonlinear Klein-Gordon equations using variational method and finite element approach, Applied Mathematics and Computation, 162 (1), pp. 381-401.
[16] Rashidinia, J., Ghasemi, M. and Jalilian, R., (2010), Numerical solution of the nonlinear Klein-Gordon equation, Journal of Computational and Applied Mathematics, 233 (8), pp. 1866-1878.
[17] Han, H. and Zhang, Z., (2009), An analysis of the finite-difference method for one-dimensional KleinGordon equation on unbounded domain, Applied Numerical Mathematics, 59 (7), pp. 1568-1583.
[18] Kaya, D. and El-Sayed, S.M., (2004), A numerical solution of the Klein-Gordon equation and convergence of the decomposition method, Applied Mathematics and Computation, 156 (2), pp. 341-353.
[19] Ebaid, A., (2009), Exact solutions for the generalized Klein-Gordon equation via a transformation and Exp-function method and comparison with Adomian's method, Journal of Computational and Applied Mathematics, 223 (1), pp. 278-290.
[20] Wang, T.M. and Zhu, J.M., (2009), New explicit solutions of the Klein-Gordon equation using the variational iteration method combined with the Exp-function method, Computers \& Mathematics with Applications, 58 (11-12), pp. 2448.
[21] Odibat, Z. and Momani, S., (2007), A reliable treatment of homotopy perturbation method for KleinGordon equations, Physics Letters A, 365 (5-6), pp. 351-357.
[22] Wazwaz, A.M., (2005) Compactons, solitons and periodic solutions for variants of the KdV and the KP equations, Applied Mathematics and Computation, 161 (2), pp. 561-575.
[23] Liu, S., Fu, Z. and Liu, S., (2005), Periodic solutions for a class of coupled nonlinear partial differential equations, Physics Letters A, 336 (2-3), pp. 175-179.
[24] Song, M., Liu, Z., Zerrad, E. and Biswas, A., (2013), Singular soliton solution and bifurcation analysis of Klein-Gordon equation with power law nonlinearity, Frontiers of Mathematics in China, 8 (1), pp. 191-201.
[25] Song, M., Liu, Z., Eerrad, E. and Biswas, A., (2013), Singular solitons and bifurcation analysis of quadratic nonlinear klein-gordon equation, Applied Mathematics and Information Sciences, 7 (4), pp. 1333-1340.
[26] Sassaman, R. and Biswas, A., (2011), Soliton solution of the generalized klein-gordon equation by semi-inverse variational principle, Mathematics in Engineering Science and Aerospace, 2 (1), pp. 99104.
[27] Sassaman, R. and Biswas, A., (2011), 1-soliton solution of the perturbed klein-gordon equation, Physics Express, 1 (1), pp. 9-14.
[28] Sassaman, R., Edwards, M., Majid, F. and Biswas, A., (2010), 1-soliton solution of the coupled nonlinear klein-gordon equations, Studies in Mathematical Sciences, 1 (1), pp. 30-37.
[29] Khalique, C.M. and Biswas, A., (2010), Analysis of non-linear Klein-Gordon equations using Lie symmetry, Applied Mathematics Letters, 23 (11), pp. 1397-1400.
[30] Biswas, A., Khalique, C.M. and Adem, A.R., (2012), Traveling wave solutions of the nonlinear dispersive Klein-Gordon equations, Journal of King Saud University, 24 (4), pp. 339-342.
[31] Aksoy, Y. and Pakdemirli, M., (2010), New perturbation-iteration solutions for Bratu-type equations, Computers and Mathematics with Applications, 59 (8), pp. 2802-2808.


Muhammad Khalid PhD, is a professor of Mathematics at Federal Urdu University, Arts, Science \& Technology in Karachi, Pakistan; he is the chairman of the department of Mathematical Sciences and a member of the Board of Studies. Khalid graduated with Master's Degree from the University of Karachi in Mathematics. The research programs he has initiated and developed concern the mechanisms and role of large scale self gravitating systems and the mathematical modeling of Astrophysical Object. He has co-authored 30 publications.


Mariam Sultana joined Federal Urdu University, Arts, Science \& Technology (FUUAST) in 2005. She has been Lecturer in Mathematics department for seven years before she promoted to Assistant Professor \& Incharge, Astronomy Lab in FUUAST. She is first Pakistani woman, who got her doctoral in the field of extragalactic Astrophysics. She has been a vocal advocate for space research in Pakistan. Her research interest includes Biomathematics, Financial Mathematics, Mathematical Modeling \& Astronomy.


Syed Muhammad Faheem Zaidi first graduated as a Mathematician at Federal Urdu University, Arts, Science \& Technology, then did a masters in Applied Economics at University of Karachi. After undertaken research at the University of Karachi, he is appointed as a lecturer in Federal Urdu University. During that time he did MS in Applied Mathematics from N.E.D. University, Karachi. His masters' thesis is on "Financial Risk Management through Markov process". Now, he is working as a doctoral research fellow in University of Massey, Auckland.


Uroosa Arshad is a lecturer in Mathematics at Federal Urdu University of Arts, Science \& Technology in Karachi, Pakistan. Uroosa Arshad graduated with Master's Degree from the Federal Urdu University of Arts, Science \& Technology in Mathematics. She has now doing MS in Applied Mathematics leading to Ph.D. from the NED University of Engineering and Technology, Karachi, Pakistan. Her master's thesis is on "Stability Analysis of NonLinear System of Fractional Differential Equations".


[^0]:    ${ }^{1}$ Department of Mathematical Sciences, Federal Urdu University of Arts, Sciences and Technology, Karachi-75300, Pakistan.
    e-mail: khalidsiddiqui@fuuast.edu.pk, marium.sultana@fuuast.edu.pk, faheem.zaidi@fuuast.edu.pk;
    ${ }^{2}$ Department of Mathematics, NED University of Engineering and Technology, Karachi-75270, Pakistan.
    e-mail: uroosaarshad_24@yahoo.com;
    § Manuscript received: February 20, 2015; Accepted: December 01, 2015. TWMS Journal of Applied and Engineering Mathematics, Vol.6, No.1; © Işık University, Department of Mathematics, 2016; all rights reserved.

