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A NUMERICAL SOLUTION OF AN INVERSE PARABOLIC
PROBLEM

R. POURGHOLI!, M. ABTAHI!, S. H. TABASI' §

ABSTRACT. In this paper, we will first study the existence and uniqueness of the solution
of an inverse problem for a linear equation with non-linear boundary conditions (radiation
terms), via an auxiliary problem. Furthermore, a stable numerical algorithm based on
the use of the solution to the auxiliary problem as a basis function is proposed. To
regularize the resultant ill-conditioned linear system of equations, we apply the Tikhonov
regularization method to obtain the stable numerical approximation to the solution.
Some numerical experiments confirm the utility of this algorithm as the results are in
good agreement with the exact data.
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The problem of determining unknown coefficients in parabolic partial differential equa-
tions has been treated by many authors [1, 2, 3, 4, 5, 6, 7, 8,9, 10, 11, 12, 13], and among
the most versatile methods the following can be mentioned: Tikhonov regularization [14],
iterative regularization [2], mollification [15], base function method (BFM) [9], semi finite
difference method (SFDM) [7], and the function specification method (FSM) [4]. Dowd-
ing and Beck [6] addressed a sequential gradient method for two dimensional inverse heat
conduction problems (IHCPs) with and without function specification, additionally using
the conventional regularization method.

When the radiation of heat from a solid is considered, the heat flux is often taken to be
proportional to the fourth power of difference of the boundary temperature of the solid
with the temperature of the surroundings, [5, Pages: 72-75]. When the thermo-physical
properties are independent of position and temperature, the heat transfer problem in this
situation may be derived as

Ui(z,t) = Ups(z,t), 0<z<l1, 0<t<T, (la)
U(x,0) =r(x), 0<z<1, (1b)
U(0,t) = ¢(Ux(0,t)) + ¢(1), 0<t<T, (1c)
U(1,t) = ¥(Ux(1,t)) +n(t), 0<t<T, (1d)
and, for a fixed point a, 0 < a < 1, the overspecified conditions
Ula,t) = f(t), Uslat)=g(t), 0<t<T (2)
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where T is a given constant, ((¢) and 7(t) are given functions, r(z) is the initial temperature
of solid, ¢(U,(0,t)) + ¢(t) and ¥(U,(1,t)) + n(t) represent a general radiation law.

In the problem (1), if the functions ¢ and 1) are given, then we deal with a direct
problem. On the other hand, when ¢ and % are known a priori, then under certain
conditions there may exist a unique solution for the problem (1a)-(1d) and this solution
may not satisfy the overspecified conditions (2).

In the problem (1), if the functions ¢ and v are unknown, one deals with an inverse heat
transfer problem. For unknown functions ¢ and v, we must provide additional information,
namely (2), to provide a unique solution (U, (¢,)) to the inverse problem (1).

In this paper, a numerical approach based on the use of the solution to the auxiliary
problem as a basis function is proposed.

1. EXISTENCE AND UNIQUENESS OF SOLUTION

To investigate the existence and uniqueness of solution of IHCP (1), let us consider the
following auxiliary Cauchy problem:

U(x,t) = Upy(x,t), 0<x<l, 0<t<T, (3a)
U(aat) = f(t)> 0<t<T, (3b)
Ux(aat) = g(t)’ 0<t<T, (3C)

where f, g are given in (2). Following the same method as in [5, page 25], we assume that
a solution of (3) is represented as a power series:

Uz, t) =Y an(t)(@ —a)",
n=0

where the coefficients a,(t) are to be determined. By substituting U into U; = U,,, we
get

0=U; —Uyz = Z [an,(t) = (n+ 1)(n + 2)an+2(t)] (z — a)",
n=0
and thus ®
al (t B
an+2(t) = m7 (n—0,1’2’) (4)

From the recurrent relation (4) and the fact that f(t) = U(a,t) = ao(t), g(t) = Uz(a,t) =
aq(t), we see that

) 9™ (1)

t p—
(2n)! ,  G2n41 (

m, (77,:0,1,2,)

a9, (t) =

Thus, we obtain the following formal expression for U(x,t):

(x _ a)?n 2n+1

U 1) = 310 G+ 90

n=0

(z —a)

@n+D!] (5)

The power series in (5), however, may not be uniformly convergent. But, according
to [5, Theorem 2.3.1], if f and ¢ are infinitely differentiable functions that are of the
Holmgren class, in the sense of [5, Definition 2.2.1], then the power series in (5) is uniformly
convergent and U in (5) is a solution of (3). Now, take

p(t) = UI(O’ t)? Q(t) = Ux(lvt)' (6)
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Equation (1c) implies that

600) =U0.0 =0 = O S - O] o0
Similarly, we obtain the following result for 1:
wlalt) = U(L.1) = nft)
- 2[%’” 085 + g0 a0, )

To uniquely determine ¢ and 1) from equations (7) and (8), the functions p(t) and ¢(t) are
required to be invertible. Therefore, we need to impose some more conditions on f and g
so that p’ > 0 Jor p’ < 0] and ¢’ > 0 Jor ¢’ < 0].

Theorem 1.1. Suppose that f, g are infinitely differentiable functions that are of the
Holmgren class, in the sense of [5, Definition 2.2.1]. Suppose that ¢'(t) > 0 for all t or
g (t) <0 for all t, and f and g satisfy the following conditions:
n g (t n gt
700 < O g O s 0 0z 9) Q
e—1 e—1
Then p and q in (6) are invertible and thus ¢ and 1 are uniquely determined by (7) and
(8), respectively.

Proof. We prove that p/(t) > 0 for all ¢ or p/(t) < 0 for all ¢ depending weather ¢'(¢) > 0
or ¢'(t) < 0. A simple calculation shows that

n 2n—1
|

> a2 a
P(t)=4(t) + Z [Q(nﬂ)(t)w - f(nH)(t)m]- (10)
—~ ! !

Now, we find an upper bound for the absolute value of the series in (10):

2n—1

)i[ (n+1)(t)ﬂ _ f(n+1)(t)a7”
29 (2n)! (2n — 1)

9 e~ a" _lg®I, 4 :
p— Zn, =) <lg 0

<

Therefore p/(t) # 0, for all ¢ and the continuity of p/(¢) implies that p'(¢) > 0 for all ¢, or
p/(t) <0 for all t. A similar argument for ¢(¢) shows that ¢/(¢) > 0 for all ¢, or ¢/(t) < 0
for all t. O

Remark 1.1. Conditions (9) which guarantee the invertibility of p and q, are not neces-
sary. This means that there are functions f and g that may not satisfy (9) and yet p, q
are invertible. For example, if f = 0 for n > 2 and all of subsequent derivatives of g
are positive (resp. negative) then p'(t) > 0, ¢'(t) > 0 (resp. p'(t) < 0, ¢'(t) < 0), or if
g™ =0 forn>1 and f™ >0 (resp. £ >0) forn > 2, then p'(t) <0, ¢'(t) > 0 (resp.
p'(t) >0, ¢(t) <0).

After finding ¢, ¢ from (7) and (8), for piecewise-continuous functions r(x), ((t) and
n(t), the unique solution U(z,t) of problem (1) can be expressed in the following form [5,
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Page 62]

U t) =W (2,1) — 2 / %(x, t— 1) [o(p(r) + ()] dr
t (9 ‘ (11)

X

2 [ S Lt =) wlar) + n()]

where

1
W, 1) = /0 [0z — £,1) — 0z + & 1)) r(€)de,

2

H(x,t):ZK(x—i—Qm,t), K(m,t)z&exp(—i).

Regarding Theorem 1.1, [5, Theorem 6.3.1] and [5, Section 11.4], we can summarize the
above discussion in the following statement:

—00

Theorem 1.2. Suppose that r(x) is a piecewise continuous function in x that ((t), n(t)
are piecewise continuous functions in t, and that f, g are infinitely differentiable functions
satisfying conditions (9) which are of the Holmgren class. Then the inverse problem (1)
has a unique solution pair (U, (¢,1)).

2. OVERVIEW OF THE NUMERICAL METHOD

Consider a one-dimensional inverse parabolic problem with initial and boundary con-
dition described by the equations (1), where equations (1c) and (1d) are nonlinear. The
application of the present numerical method will find a solution of problem (1), by using
the following algorithm:

To solve the inverse problem (1), let us consider the auxiliary problem (3) with the so-
lution (5). The solution (5) exists and is unique but it is not always stable [12]. Therefore,
by using basis functions, a stable solution for the problem (3) will be presented.

Remark 2.1. The problem (3) is actually uniquely solvable. So the initial condition (1b)
can also be derived from (3), [4].

Discretization of the initial condition (1b) and boundary conditions (2) at the points
(x,tj), may be obtain by the following equations [9]

U(xj,0) =r(x;), i=12,...,n, (12a)
Ula,tj—n) = fj—n, j=n+1n+2,...,n+m, (12b)
Ux(aafjfnfm) = gj—n—m; J=n+m+1l,....n+m+l, (12C)

where t_j_n and fj_n_m denote the discrete values of times.
An approximate solution of problem (3) can be expressed as the following form [3], [9]

n+m+l
Uz, t) = Z Aj QD(SU—QZj,t—tj), (13)
=1

where ¢(x,t) = U(z,t+ 1) for 7 > T, (7 is a constant), is a solution of the problem (3)
and \; are unknown constants which remain to be determined.
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Putting (13) into equations (12), we find
~ n+m-+l

U(l‘i,ti) = Z )\j cp(l’i — :L‘j,tl' — tj)
J=1

fimy i=n+1....n+m (14)
orr n+m-+l agp
%(xi,tz) ; A ax(xi zj,ti — tj)

=Gi—n—m, i=n+m+1,....,n+m+L

In matrix form, we obtain the following algebraic system of equations with unknown
coefficients \;, for j =1,2,...,n4+m+1

A\ = B, (15)
where
p(zi — xj,t; — t5)
A= | olrr —zj,tp — t;) A € RImEmHDx(ntml) (16)
g%(x'v — Ty, ty — 1)
and
A1 7(w;)
A —n
a=| 2| B=| P | ABermimin a7)
/\n+m+l Jy—n—m

wheret=1,....,n,k=n+1,....n+m,y=n+m+1,...,.n+m+1.

The system of linear algebraic equations (15) cannot be solved by direct methods, such
as the least squares method, since such an approach would produce a highly unstable
solution due to the large value of the condition number of the matrix A which increases
dramatically as the number of collocation points increases [16]. Several regularization
procedures have been developed to solve such ill-conditioned system, see for example
Hansen [17]. One of the most used regularization technique is the Tikhonov regularization
method [18].

The Tikhonov regularized solution A, for system of equation (15) is defined as the
solution of the following minimization problem:

min{|AX - B + oA}, (18)

where || - || denotes the usual Euclidean norm and « is called the regularization parameter.
The choose of a suitable value of the regularization parameter « is crucial for the accuracy
of the final numerical solution and is still under intensive research [18]. In our computation
we use the L-curve scheme to determine a suitable value of a ([19]-[20]). The L-curve
scheme was first applied by Lawson and Hanson [20]. To investigate the properties of
regularized systems under different value of the regularization parameter «, [19]. The
L-curve method is explained in the following form, [21],

Definition 2.1. Let us consider the following curve
L = {log [ Aol log | AXs = b]1%, a > 0}, (19)

the curve is known as L-curve and a suitable reqularization parameter o corresponds to a
reqularized solution near the corner of the L-curve [19].
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Note that the Tikhonov regularized solution ([19], [20], [18]) to the system of linear
algebraic equation (15) is given by

Ao = (ATA+*T)TATB. (20)

Furthermore, the stable solution for the problem (3) will be obtain by

~ n+m-+l
Uz, t) = Z A ol —zj,t — 1), (21a)
j=1
_ n+m-1
U(Oat) = Z A]a SO(O_LUj)t_tj)v (21b)
j=1
_ n+m+l
U(l,t) = Z )‘? (p(l_xJ'?t_tj)v (210)
j=1
oU i dp
5, (0 = ; A (0=t =), (21d)
oU n+m-+l . 8()0
(1t = ; A (L=t —t) (21¢)
For evaluating ¢ and ¢ we use
U(0,tx) = ¢(Ux(0, t)) + C(tk), (22)
UL tx) = (U (1,t)) + n(te) (23)
Therefore
¢(U (0, 1)) = U(0,81) — ((tr), (24)
(U (1, t4)) = U1, t) = n(t). (25)

Finally, the MATLAB package is used for interpolating these values and reconstructing the
functions ¢(U,(0,t)) and (U, (1,t)).

Remark 2.2. Our proposed numerical procedure may be used to solved the problem (1) if
the boundary conditions considered as

Uz (0,t) = ¢p(U(0,t)) + ((2), 0<t<T, (26)
U (1,t) =(U(1,t)) + n(t), 0<t<T. (27)

3. NUMERICAL RESULTS AND DISCUSSION

In this section, we demonstrate numerically some of results for the unknown boundary
condition in the inverse problem (1). The purpose of this section is to illustrate the
applicability of the present method described in Section 2 for solving the inverse problem
(1). As expected, the IHCPs are ill-posed and therefore it is necessary to investigate the
stability of the present method by giving some test problems. All the computations are
performed on the PC (pentium(R) 4 CPU 3.20 GHz).
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Example 3.1. In this example, let us consider the following inverse problem, for estimat-
ing unknown boundary conditions ¢ and

Ui(z,t) = Ugg(x, ), 0<z<1, 0<t<T, (28a)
U(x,0) = z2, 0<z<I1, (28b)
U(0,t) = ¢(Uz(0,t)) + 2 ¢t —sin(1), 0<t<T, (28¢)
U(l,t) =9(Uy(1,t)) +2 t+ 1 — cos(6), 0<t<T, (28d)

and, for a = 0.5, the overspecified conditions
U(0.5,t) = (0.5)2+2t, U,0.5,t) =1, (0<t<T).
The ezact solution of this problem is U(x,t) = 22 + 2t,
S(U(0,)) = sin((Uy(0,4))* + 1), (Us(1,4)) = cos((Uz(1,1))? + Uy(1,1))

Table 1 and figure 1 show the comparison between the exact solution and approrimate
solution result from our method using Tikhonov regqularization with noiseless data, and
tables 2 and 8 and figures 2 and 3 show this comparison with noisy data (noisy data =
input data + (0.01)rand(1)) when T =1.2.

3 ¢E$act (bApprozimate 'L/}Ea:act wAppmzimate
0.841471 | 0.841471 | 0.960170 | 0.960170

0.1]0.841471 | 0.841471 | 0.960170 | 0.960170
0.20.841471 | 0.841471 | 0.960170 | 0.960170
0.3 ]0.841471 | 0.841471 | 0.960170 | 0.960170
0.4]0.841471 | 0.841471 | 0.960170 | 0.960170
0.5]0.841471 | 0.841471 | 0.960170 | 0.960170
0.6 | 0.841471 | 0.841471 | 0.960170 | 0.960170
0.7 10.841471 | 0.841471 | 0.960170 | 0.960170
0.8 10.841471 | 0.841471 | 0.960170 | 0.960170
0.9 ]0.841471 | 0.841471 | 0.960170 | 0.960170
1 ]0.841471 | 0.841471 | 0.960170 | 0.960170
TABLE 1. The comparison between exact and approximate solutions for
d(U(0,t)) and (Ux(1,t)) with noiseless data when At = 0.1, n = m =
[ =22 and cond(A) = 2.770609¢ + 035.

Example 3.2. Now, we consider the following inverse problem for estimating unknown
boundary conditions ¢ and

Up(x,t) = Upp(z,t), 0<z<1,0<t<T, (29a)
U(z,0) =sin(z), 0<z<1, (29b)
U(0,t) = ¢(Uy(0,t)) —sin(e ' + 1), 0<t<T, (29¢)
U(1,t) =¥(Ug(1,t)) + e tsinl — cos(e  cos’ 1 + e tcos1), 0<t < T, (29d)

and, for a = 0.5, the overspecified conditions
U(0.5,t) = e 'sin(0.5), U,(0.5,t) = e *cos(0.5), 0<t<T).
The exact solution of this problem is U(x,t) = e~ 'sin(x),

O(Uz(0,1)) = sin((Ug(0,8))> + 1),  (Ux(1,1)) = cos((Ux(1,1))* + Ux(1,1)).
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3 ¢Ezact d)appm:m'mate szact wappmmimate
0.841471 | 0.839440 | 0.960170 | 0.964099

0.1]0.841471 | 0.839280 | 0.960170 | 0.963940
0.2 0.841471 | 0.839121 | 0.960170 | 0.963780
0.3 0.841471 | 0.838962 | 0.960170 | 0.963621
0.4]0.841471 | 0.838802 | 0.960170 | 0.963462
0.5 0.841471 | 0.838643 | 0.960170 | 0.963302
0.6 | 0.841471 | 0.838483 | 0.960170 | 0.963143
0.7 0.841471 | 0.838324 | 0.960170 | 0.962983
0.8 0.841471 | 0.838165 | 0.960170 | 0.962824
0.9 | 0.841471 | 0.838005 | 0.960170 | 0.962665

1 10.841471 | 0.837846 | 0.960170 | 0.962505
TABLE 2. The comparison between exact and approrimate solutions for
d(Uz(0,1)) and ¢ (Uy(1,t)) with noisy data when At =0.1, n =m =1= 22
and cond(A) = 6.153262¢ + 034.

¢Emact d)approm'mate 1/}Ea,’act I/Jappro:cimate
0.841471 | 0.840075 |0.960170 | 0.963268

0.1 ]0.841471 | 0.839945 | 0.960170 | 0.963138
0.2 1 0.841471 | 0.839815 | 0.960170 | 0.963008
0.3 10.841471 | 0.839685 | 0.960170 | 0.962878
0.4 | 0.841471 | 0.839555 | 0.960170 | 0.962748
0.5 ]0.841471 | 0.839425 | 0.960170 | 0.962618
0.6 | 0.841471 | 0.839295 | 0.960170 | 0.962488
0.7 1 0.841471 | 0.839165 | 0.960170 | 0.962358
0.8 [ 0.841471 | 0.839035 | 0.960170 | 0.962228
0.9 | 0.841471 | 0.838905 | 0.960170 | 0.962098
1 10.841471 | 0.838775 | 0.960170 | 0.961968
TABLE 3. The comparison between exact and approximate solutions for
d(Ux(0,1)) and (Uy(1,t)) with noisy data when At = 0.1, n = 50, m =
30, I =20 and cond(A) = 6.000048¢ + 052.

O o+

x107°
45

|@(numeric)-@(exact)|
4

[| —&— |W(numeric)-Y(exact)| il
3.5F ]
3r ]

i

2.5¢F

2F ]
15r 1

1

0 0.2 0.4 0.6 0.8 1
t

FIGURE 1. The comparison between the exact results and the present
numerical results of the problem (28) with discrete noiseless data when
At =0.1, n=m =1 =22 and cond(A) = 2.770609¢ + 035.
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x 10"
3.5

|@(numeric)-@(exact)|
—&— |@(numeric)-y(exact)|

~o 02 04 06 08 1
t
FIGURE 2. The comparison between the exact results and the present nu-

merical results of the problem (28) with discrete noisy data when At = 0.1,
n=m=10=22 and cond(A) = 6.153262¢ + 034.

x107°

|@(numeric)-@exact)|
——8— |W(numeric)-y(exact)|| |

0 0.2 0.4 0.6 0.8 1
t

FIGURE 3. The comparison between the exact results and the present nu-
merical results of the problem (28) with discrete noisy data when At = 0.1,
n =150, m =30, | =20 and cond(A) = 6.000048¢ + 052.

Table 4 and figure 4 show the comparison between the exact solution and approrimate
solution result from our method using Tikhonov regularization with noiseless data, and
table 5 and 6 and figures 5 and 6 show this comparison with noisy data (noisy data =
input data+ (0.01)rand(1)) when 7 = 1.2.

-15

x 10
1.2

|@(numeric)-@(exact)|
1r —&— |g(numeric)-y(exact)||

0.8

0.6

041

0.2r

0 " A " "
0 0.2 0.4 0.6 0.8
t

=

FIGURE 4. The comparison between the exact results and the present
numerical results of the problem (29) with discrete noiseless data when
At =0.1, n=m =1 =22 and cond(A) = 2.022777¢ + 034.
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l ¢Ezact QbAppmzimate szact wAppmzimate
0.909297 | 0.909297 | 0.673229 | 0.673229
0.1]0.969421 | 0.969421 | 0.746577 | 0.746577
0.2 1 0.995052 | 0.995052 | 0.803261 | 0.803261
0.3 10.999758 | 0.999758 | 0.847001 | 0.847001
0.4 10.992632 | 0.992632 | 0.880753 | 0.880753
0.5 10.979483 | 0.979483 | 0.906826 | 0.906826
0.6 | 0.963877 | 0.963877 | 0.927005 | 0.927005
0.7 1 0.947906 | 0.947906 | 0.942656 | 0.942656
0.8 1 0.932725 | 0.932725 | 0.954829 | 0.954829
0.9 | 0.918906 | 0.918906 | 0.964322 | 0.964322

1 10.906676 | 0.906676 | 0.971747 | 0.971747
TABLE 4. The comparison between exact and approrimate solutions for
d(Uz(0,1)) and ¥(Uz(1,t)) with noiseless data when At = 0.1, n = m =
[ =22 and cond(A) = 2.022777e 4 034.

t (bE':ract ¢Approm’mate 1/}Ea,’act wApproximate
0.909297 | 0.906972 | 0.673229 | 0.677702

0.1]0.969421 | 0.967192 | 0.746577 | 0.750498
0.2 1 0.995052 | 0.992910 | 0.803261 | 0.806683
0.3 10.999758 | 0.997695 | 0.847001 | 0.849972
0.4 1 0.992632 | 0.990640 | 0.880753 | 0.883315
0.5 ]0.979483 | 0.977555 | 0.906826 | 0.909019
0.6 | 0.963877 | 0.962007 | 0.927005 | 0.928863
0.7 1 0.947906 | 0.946089 | 0.942656 | 0.944212
0.8 10.932725 | 0.930956 | 0.954829 | 0.956111
0.9 1 0.918906 | 0.917180 | 0.964322 | 0.965356

1 |0.906676 | 0.904989 | 0.971747 | 0.972556
TABLE 5. The comparison between exact and approximate solutions for
d(Ux(0,1)) and y(Uy(1,t)) with noisy data when At =0.1, n =m =1= 22
and cond(A) = 2.744951e + 033.

t ¢E$act ¢Approzimate ¢Eacact wAppmm'mate
0.909297 | 0.909424 | 0.673229 | 0.673678

0.1]0.969421 | 0.971112 | 0.746577 | 0.749949
0.2 1 0.995052 | 0.998158 | 0.803261 | 0.809279
0.3 10.999758 | 1.004146 | 0.847001 | 0.855412
0.4 1 0.992632 | 0.998178 | 0.880753 | 0.891330
0.5]0.979483 | 0.986078 | 0.906826 | 0.919363
0.6 | 0.963877 | 0.971421 | 0.927005 | 0.941315
0.7 1 0.947906 | 0.956309 | 0.942656 | 0.958571
0.8 10.932725 | 0.941904 | 0.954829 | 0.972195
0.9 | 0.918906 | 0.928789 | 0.964322 | 0.983002
1 10.906676 | 0.917194 | 0.971747 | 0.991616
TABLE 6. The comparison between exact and approrimate solutions for
d(U,(0,t)) and (U, (1,t)) with noisy data when At = 0.1, n = 50, m =
30, I =20 and cond(A) = 1.925513¢ + 034.
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FIGURE 5. The comparison between the exact results and the present nu-
merical results of the problem (29) with discrete noisy data when At = 0.1,
n=m=10=22 and cond(A) = 2.744951e + 033.
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FIGURE 6. The comparison between the exact results and the present
numerical results of the problem (29) with discrete noiseless data when
At =0.1, n =50, m =30, | =20 and cond(A) = 1.925513¢ + 034.

Example 3.3. Now, we consider the following inverse problem for estimating unknown
boundary conditions ¢ and

Up(z,t) = Ug(x,t), 0<z<l1l, 0<t<T, (30a)
U(z,0) = sin(rz) + cos(rz), 0<z <1, (30b)
Uy(0,8) = p(U(0,8)) + me ™ b+ e 4 0<t<T, (30c)
Up(L,t) = p(U(L,8)) —me ™t —e 4™t 0<t < T, (30d)

and, for a = 0.5, the overspecified conditions

U0.5,8) =e ™t Uy(0.5,t)=—me ™!, (0<t<T).

The exact solution of this problem is U(z,t) = e~™ (sin(7x) + cos(wx)),

$(U(0,1)) = =U0,1), %(U(L,1) =U"(L,1).

Table 7 and figure 7 show the comparison between the exact solution and approrimate
solution result from our method using Tikhonov regularization with noiseless data, and
table 8 and 9 and figures 8 and 9 show this comparison with noisy data (noisy data =
input data+ (0.01)rand(1)) when 7 = 1.2.
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4 ¢Ezact ¢Appmzimate ﬂ)Ea:act ¢Approa:imate
—1.000000 | —1.000000 | 1.000000 | 1.000000
0.1 —0.019296 | —0.019296 | 0.019296 | 0.019296
0.2 | —0.000372 | —0.000372 | 0.000372 | 0.000372
0.3 | —0.000007 | —0.000007 | 0.000007 | 0.000007
0.4 | —0.000000 | —0.000000 | 0.000000 | 0.000000
0.5 | —0.000000 | —0.000000 | 0.000000 | 0.000000
0.6 | —0.000000 | —0.000000 | 0.000000 | 0.000000
0.7 | —0.000000 | +0.000000 | 0.000000 | 0.000000
0.8 | —0.000000 | +0.000000 | 0.000000 | 0.000000
0.9 | —0.000000 | +0.000000 | 0.000000 | 0.000000
1 | —0.000000 | 40.000000 | 0.000000 | 0.000000

TABLE 7. The comparison between exact and approximate solutions for

d(Uz(0,1)) and ¥(Uz(1,t)) with noiseless data when At = 0.1, n = m =

[ =22 and cond(A) = 2.131381e + 039.

t (bE':ract ¢Approximate wE':mct 77bApp?"o:m'mate
—1.000000 | —0.994772 | 1.000000 | 1.005561
0.1 | —0.019296 | —0.013964 | 0.019296 | 0.024753
0.2 | —0.000372 | 4+0.004999 | 0.000372 | 0.005790
0.3 | —0.000007 | 4+0.005379 | 0.000007 | 0.005411
0.4 | —0.000000 | 4+0.005391 | 0.000000 | 0.005398
0.5 | —0.000000 | +0.005394 | 0.000000 | 0.005396
0.6 | —0.000000 | 4+0.005394 | 0.000000 | 0.005395
0.7 | —0.000000 | +0.005395 | 0.000000 | 0.005395
0.8 | —0.000000 | +0.005395 | 0.000000 | 0.005395
0.9 | —0.000000 | +0.005395 | 0.000000 | 0.005395
1 | —0.000000 | +0.005395 | 0.000000 | 0.005395

TABLE 8. The comparison between exact and approximate solutions for
d(Ux(0,1)) and y(Uy(1,t)) with noisy data when At =0.1, n =m =1= 22

and cond(A) = 3.945205¢e + 034.

t ¢E$act ¢Approm'mate QbE‘xact ¢Approximate
—1.000000 | —0.994768 | 1.000000 | 1.006881
0.1 | —0.019296 | —0.013547 | 0.019296 | 0.024660
0.2 | —0.000372 | +0.005569 | 0.000372 | 0.006543
0.3 | —0.000007 | +0.006006 | 0.000007 | 0.006106
0.4 | —0.000000 | +0.006040 | 0.000000 | 0.006072
0.5 | —0.000000 | +0.006050 | 0.000000 | 0.006062
0.6 | —0.000000 | +0.006054 | 0.000000 | 0.006058
0.7 | —0.000000 | +0.006055 | 0.000000 | 0.006057
0.8 | —0.000000 | +0.006056 | 0.000000 | 0.006057
0.9 | —0.000000 | +0.006056 | 0.000000 | 0.006056
1 | —0.000000 | 4+0.006056 | 0.000000 | 0.006056

TABLE 9. The comparison between exact and approrimate solutions for
d(U,(0,t)) and (U, (1,t)) with noisy data when At = 0.1, n = 50, m =

30, I =20 and cond(A) = 1.074841e + 034.
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FIGURE 8. The comparison between the exact results and the present nu-
merical results of the problem (30) with discrete noisy data when At = 0.1,
n=m =1[0=22 and cond(A) = 3.945205¢ + 034.
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FIGURE 9. The comparison between the exact results and the present
numerical results of the problem (30) with discrete noiseless data when
At =0.1, n =50, m =30, | =20 and cond(A) = 1.074841e + 034.

4. CONCLUSION

A numerical method to estimate unknown boundary conditions is proposed for these
kinds of IHCPs and the following results are obtained:
(1) The present study successfully applies the numerical method to IHCPs.
(2) Numerical results show that a good estimation can be obtained within a couple of
minutes CPU time at Pentium(R) 4 CPU 3.2 GHz.
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(3) The present method has been found stable with respect to small perturbation in
the input data.

REFERENCES

Abtahi, M., Pourgholi, R. and Shidfar, A., (2011), Existence and uniqueness of solution for a two
dimensional nonlinear inverse diffusion problem , Nonlinear Anal., 74(7), 2462-2467.

Alifanov, O. M., (1994), Inverse Heat Transfer Problems, Springer, New York.

Alves, C. J. S., Chen, C. S. and Saler, B., (2002), The method of fundamental solutions for solving
Poisson problems, International series on advances in boundary elements, in Boundary Elements
XXIV, 13, 67-76.

Beck, J. V., Blackwell,B. and St. Clair, C. R., (1985), Inverse Heat Conduction: IllPosed Problems,
Wiley-Interscience, New York.

Cannon, J. R., (1984), The One-Dimensional Heat Equation, Addison Wesley, Reading, MA.
Dowding, K. J. and Beck, J. V., (1999), A Sequential Gradient Method for the Inverse Heat Conduction
Problems, J. Heat Transfer, 121, 300-306.

Molhem, H. and Pourgholi, R., (2008), A numerical algorithm for solving a one-dimensional inverse
heat conduction problem, Int. J. Math. Stat., 4(1), 60-63.

Pourgholi, R., Azizi, N., Gasimov, Y. S., Aliev, F. and Khalafi, H. K., (2009), Removal of Numerical
Instability in the Solution of an Inverse Heat Conduction Problem, Commun. Nonlinear Sci. Numer.
Simul., 14(6), 2664-2669.

Pourgholi, R. and Rostamian, M., (2010), A numerical technique for solving THCPs using Tikhonov
regularization method, Appl. Math. Model., 34(8), 2102-2110.

Pourgholi, R., Rostamian, M. and Emamjome, M., (2010), A numerical method for solving a nonlinear
inverse parabolic problem, Inverse Probl. Sci. Eng., 18(8), 1151-1164.

Shidfar, A. and Azary, H., (1997), Nonlinear Parabolic Problems, Nonlinear Anal., 30(8), 4823-4832.
Shidfar, A. and Pourgholi, R., (2006), Numerical approximation of solution of an inverse heat con-
duction problem based on Legendre polynomials, Appl. Math. Comput., 175(2), 1366-1374.

Shidfar, A., Pourgholi, R. and Ebrahimi, M., (2006), A Numerical Method for Solving of a Nonlinear
Inverse Diffusion Problem, Comput. Math. Appl., 52, 1021-1030.

Tikhonov, A. N. and Arsenin, V. Y., (1977), Solution of Ill-Posed Problems, V. H. Winston and Sons,
Washington, DC.

Murio, D. A., (1993), The Mollification Method and the Numerical Solution of Ill-Posed Problems,
Wiley-Interscience, New York.

Yan, L., Yang, F. L. and Fu, C. L., (2009), A meshless method for solving an inverse spacewise-
dependent heat source problem, J. Comput. Phys., 228, 123-136.

Hansen, P. C., (1998), Rank-Deficient and Discrete Ill-Posed Problems, SIAM, Philadelphia.
Tikhonov, A. N. and Arsenin, V. Y., (1977), On the solution of ill-posed problems, New York, Wiley.
Hansen, P. C., (1992), Analysis of Discrete Ill-posed Problems by Means of the L-curve, SIAM Rev.,
34, 561-80.

Lawson, C. L. and Hanson, R. J., (1995), Solving Least Squares Problems, Philadelphia, PA: STAM.
First published by Prentice-Hall, 1974.

Hon, Y. C. and Wei, T., (2004), A fundamental solution method for inverse heat conduction problem,
Eng. Anal. Bound. Elem., 28, 489-495.



R. POURGHOLI, M. ABTAHI, S. H. TABASI: A NUMERICAL SOLUTION OF ... 209

Reza Pourgholi got his M.Sc. degree in 2001 and Ph.D. degree in 2007
both in applied mathematics from IUST, Iran. He is assistant professor at
Damghan University. His area of research is numerical solution of inverse
parabolic problems and inverse heat conduction problems.

Mortaza Abtahi got his M.Sc. degree in differential equations from Sharif
University of Technology, Iran, 1998-2000 and his Ph.D. degree in Banach
function algebras Tarbiat Moallem University (Tehran), Iran, 2001-2005. He
is assistant professor at Damghan University. His area of research is differ-
entiable functions and Banach function algebras.

S. Hashem Tabasi got his Ph.D. degree from Kursk State Technical Univer-
sity. He is assistant professor at Damghan University. His area of research is
numerical solution of linear and nonlinear inverse heat conduction problems.




