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RESOLUTION OF AN INVERSE PARABOLIC PROBLEM USING

SINC-GALERKIN METHOD

REZA POURGHOLI1, ALI ABBASI MOLAI2, TAHEREH HOULARI3 §

Abstract. In this paper, a numerical method is proposed to solve an Inverse Heat
Conduction Problem (IHCP) using noisy data based on Sinc-Galerkin method. A stable
numerical solution is determined for the problem. To do this, we use a sensor located
at a point inside the body and measure u(x, t) at a point x = a, where 0 < a < 1. We
also show that the rate of convergence of the method is as exponential. The numerical
results show the efficiency of our approach to estimate the unknown functions of the
inverse problem. The function can be computed within a couple of minutes CPU time
at pentium IV-2.7 GHz PC.

Keywords: Existence and Uniqueness; Stability; The Tikhonov regularization Method;
SVD Method.

AMS Subject Classification: 65M32, 35K05.

Inverse problems have been appeared in many important applications in heat transfer,
thermoelasticity, control theory, population dynamics, nuclear reactor dynamics, medical
sciences, biochemistry, and etc [10, 9, 8, 11, 31, 12, 13, 14, 38]. These problems be-
long to the class of ill-posed problems, i.e, small errors in the measured data can lead
to large deviations in the estimated quantities. Moreover, their solution does not sat-
isfy the general requirement of existence, uniqueness, and stability under small changes
to the input data. Hence, many researchers have focused on the design of inverse algo-
rithms to solve such problems [2, 4, 5, 6, 7, 19, 24, 26, 27, 28, 29, 30, 36, 37, 32]. Various
methods have been developed to solve these problems. Here, we mention two instances
of the methods that are commonly applied to solve the inverse problems in literature
[2, 4, 5, 6, 7, 19, 24, 26, 27, 28, 29, 36, 37, 32]. The first instance is to solve the inverse
problems directly. The other is to transform the inverse problems into a system of integral
equations. In the first instance,various techniques have been proposed to solve inverse
problems. We mention some methods in this areas such as Tikhonov regularization[39],
iterative regularization[2], mollification[25], Base Function Method (BFM)[28], Semi Fi-
nite Difference Method (SFDM) [24], and the Function Specification Method (FSM) [4].
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Moreover, Beck and Murio [6] presented a new method that combines Beck’s function
specification method with Tikhonov’s regularization technique. Murio and Paloschi [26]
proposed a combined procedure based on a data filtering interpretation of the mollification
method and FSM. Beck et al. [4] compared the FSM, the Tikhonov regularization, and
the iterative regularization using experimental data. In the other instance, sinc meth-
ods are highly efficient numerical methods developed by Frank Stenger [34]. Excellent
overviews of the methods based on Sinc functions have been provided to solve ordinary
and partial differential equations and integral equations in [34, 21]. Sinc methods have
increasingly been recognized as powerful tools to attack problems in applied physics and
engineering[34, 3]. They have also been employed as forward solvers in the solution of
inverse problems[22, 33]. Shidfar et al.[32] also applied the Sinc-collocation method to
solve inverse problems. However, the above methods solved the problem in a small time
limitation. Moreover, the stability, existence and uniqueness of resulted solutions of sinc-
collocation methods do not imply the stability, existence and uniqueness of the inverse
problem, in a general case. Therefore, we are motivated to propose an efficient approach
to solve the inverse problem based on Sinc-Galerkkin method to overcome the difficulty.
In this approach, we obtain the solution of problem in a more extensive time range with
respect to the above mentioned instances. In fact, the solutions are obtained in the whole
domain. Furthermore, at most of the above papers, the numerical results are given based
on noiseless data[1, 5, 12, 13, 14, 32, 19, 36]. This difficulty is overcome in this paper
and the results are computed based on the noisy data. We also show that the rate of
convergence of the approach is exponential.
The plan of this paper is as follows. Section 2 contains two subsections and outlines some
of the main properties of sinc functions and sinc method that are necessary for the for-
mulation of the IHCP. Section 3 is divided to two subsections ,we formulate and solve
IHCP in this section. In subsection 3.1, IHCP is discretized to obtain a matrix form as a
sylvester system. In the continuation, we convert the sylvester system to a general system
AX = B and apply 0th−, 1st−, and2nd order Tikhonov regularization method to solve
the general system. The convergence of the Sinc-Galerkin method is discussed to solve
IHCP, in Section 4. Also, the method is illustrated by a numerical example and its results
are compared to the 0th−, 1st−, and2nd order Tikhonov regularization method. Finally,
conclusions are given in Section 6.

1. Sinc method

In this section, we will review sinc function properties and the sinc method. A compre-
hensive review concerning sinc function properties as well as sinc method can be found in
[21, 35].

Let C denote the set of all complex numbers. The sinc cardinal or sinc function is
defined for each z ∈ C as follows:

sinc(z) ≡

{
sin(πz)
πz , z ̸= 0,

1, z = 0.
(1.1)

For h > 0 and any integer k, the translated sinc function with evenly spaced nodes is
denoted as S(j, h)(z) and defined by

S(j, h)(z) ≡ sinc(
z − jh

h
), j = 0,±1,±2, . . . . (1.2)
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Figure 1. Relationship between the domains DE and Ds

The sinc functions are cardinal for the interpolating points zk = kh in the sense that

S(j, h)(kh) = δ
(0)
jk =

{
1, k = j,

0, k ̸= j.
(1.3)

If f is a function defined on the real line R then the cardinal function of f , denoted as
C(f, h)(x), is as follows:

C(f, h)(x) ≡
∞∑

j=−∞
f(jh)S(j, h)(x). (1.4)

Whenever the series in (1.4) converges, the cardinal function interpolates f at the points
{nh}∞n=−∞. The series was addressed in [42] and analyzed in details in [43].

The truncated cardinal series, denoted as CM,N (f, h)(x), is defined by

CM,N (f, h)(x) ≡
N∑

j=−M
f(jh)S(j, h)(x). (1.5)

We will now introduce two conformal mappings to transform the eye-shaped and wedge-
shaped domains to an infinite strip domain. To do this, we define the following function

ν = Φ(z) = ln(
z − a

1− z
).

This function Φ provides a conformal transformation of the ”eye-shaped” spatial domain
in the z-plane

DE = {z ∈ C : |arg(z − a

1− z
)| < d},

onto the infinite strip

Ds = {w = u+ iv : |v| < d ≤ π

2
},

in the w-plane. This is shown in Fig. (1)
Define the translated sinc basis functions as follows

Si(z) = S(i, h) ◦ Φ(z) ≡ sinc(
Φ(z)− ih

h
). (1.6)

For the temporal space, we define the function Υ(t) = ln(t) which is a conformal mapping
from Dw the ”wedge-shaped” temporal domain onto Ds, the infinite strip, where:

Dw = {t = r + is : |arg(t)| < d ≤ π

2
}.

This is shown in Figure (2). The basic function are derived from the composite translated
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Figure 2. Relationship between the domains Dw and Ds

sinc functions,

S(j, h) ◦Υ(t) ≡ sinc(
Υ(t)− jh

h
). (1.7)

for t ∈ Dw.
The function z = Φ−1(v) = a+ev

1+ev is an inverse mapping of v = Φ(z).

We define the range of Φ−1 on the real line as

Γ = {ψ(u) = Φ−1(u) ∈ DE : −∞ < u <∞}.

Definition 1.1. [21, 34] Let D be a domain in the ϱ = ϑ + iℵ plane with boundary ∂D
and boundary points a ̸= b. Let z = ϕ(ϱ) be a one-to-one conformal map of D onto the
infinite strip Ds of width 2d where ϕ(a) = −∞ and ϕ(b) = ∞. Assume ϱ = ψ(z) denotes
the inverse of the mapping ϕ. Then B(D) is the set of functions analytic in D that satisfy,
for some constant c with 0 ≤ c ≤ 1,∫

ψ(x+L)
|F (ϱ)dϱ| = O(|x|c), x→ ±∞

where L = {iy : |y| < d} and for γ a simple closed contour in D require

N(F,D) ≡ lim
γ→∂D

∫
γ
|F (ϱ)dϱ| <∞.

1.1. Interpolation and quadrature rules for approximation in sinc method: For
problems on a subinterval, Γ, of the real line, we employ a conformal map Φ for which
Φ(Γ) = R. Suppose d > 0 and let Φ be a conformal map of the domain D onto Ds. Then
over a subinterval Γ = Φ−1(R), we apply the following method of interpolation[21]

f(z) ≈
∞∑

k=−∞
f(kh)S(k, h) ◦ Φ(z), (1.8)

and quadrature: ∫
Γ
f(z)dz ≈ h

∞∑
k=−∞

f(zk)/Φ
′(zk). (1.9)

The sinc gride points zk ∈ (a, 1) in DE will be denoted by xi because they are real. For
the evenly spaced nodes {ih}∞i=−∞ on the real line, the image which corresponds to these
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nodes is denoted by

xi = Φ−1(ih) =
a+ eih

1 + eih
, i = ±1,±2, . . . ,

and in a same way

tj = Υ−1(jh) = ejh, j = ±1,±2, . . . .

The Sinc-Galerkin method actually requires the evaluated derivatives of sinc basis func-
tions S(i, h) ◦ Φ(x) at the sinc nodes, x = xk.The pth derivative of S(i, h) ◦ Φ(x), with
respect to Φ, evaluated at the nodal point xk is denoted by

1

hp
δ
(p)
ik ≡ dp

dΦp
[S(i, h) ◦ Φ(x)] |x=xk . (1.10)

Theorem 1.1. Let Φ be a conformal one-to-one map of the simply connected domain DE

onto Ds then

δ
(0)
ik = [S(i, h) ◦ Φ(x)] |x=xk=

{
1, k = i;

0, k ̸= i;
(1.11)

δ
(1)
ik = h

d

dΦ
[S(i, h) ◦ Φ(x)] |x=xk=

{
0, k = i;
(−1)(k−i)

(k−i) , k ̸= i;
(1.12)

and

δ
(2)
ik = h2

d2

dΦ2
[S(i, h) ◦ Φ(x)] |x=xk=

{−π2

3 , k = i;
−2(−1)(k−i)

(k−i)2 , k ̸= i.
(1.13)

Proof. See [21]. �

The expressions in (1.10) for each i and k can be stored in a matrix

I(p) = [δ
(p)
ik ] for p = 0, 1, 2:

I(0) = [δ
(0)
ik ] =

1 · · · 0
...

. . .
...

0 · · · 1

 = I, (1.14)

I(1) = [δ
(1)
ik ] =



0 −1 1
2 · · · (−1)m−1

m−1

1
...

−1
2

. . . 1
2

... −1
(−1)m

m−1 · · · −1
2 1 0


, (1.15)

I(2) = [δ
(2)
ik ] =



−π2

3 2 −2
22

· · · −2(−1)m−1

(m−1)2

2
...

−2
22

. . . −2
22

... 2
−2(−1)m−1

(m−1)2
· · · −2

22
2 −π2

3


, (1.16)

the above matrices are the m×m(m =M +N + 1) toeplitz matrices where

−M ≤ k ≤ N, −M ≤ i ≤ N.
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If function g is evaluated at the sinc nodes x = xk for −Mx ≤ i ≤ Nx then the mx ×mx

square diagonal matrix Dmx(g) is written by

Dmx(g) =


g(x−Mx)

. . .

g(x0)
. . .

g(xNx)

 . (1.17)

1.2. Parameter selections for the Sinc-Galerkin method. The matrices that com-
prise the discrete system in the Sinc-Galerkin method are full matrices. More sinc grid
points lead to larger matrices and make an expensive computation. Some found cases in
[17] show how to choose an appropriate sinc grid in space and time and those selections
will be used here. If the exact solution satisfies the condition

|u(x, t)| ≤ Cxαs+
1
2 (1− x)βs+

1
2 tγs+

1
2 e−δt, (1.18)

for(x, t) ∈ (a, 1)× (0,∞), we should make the following selections

Nx = [|αs
βs
Mx + 1|], Mt = [|αs

γs
Mx + 1|], Nt = [|1

h
ln(

αs
δ
Mxh) + 1|], (1.19)

where [|.|] denotes the greatest integer operation, h ≡ hx = ht and

h = (
πd

αsMx
)
1
2 . (1.20)

For a given problem with a known real or complex solution, one can determine α, β, γ,
and δ using (1.18) where

αs = α− 1

2
and βs = β − 1

2
.

Then (1.19) and (1.20) provide the computational parameters. In practice, one can sets
α = β = γ = 1 and d = π

2 . Then from (1.19) and (1.20), Mx = Nx = Nt and h = π
2
√
Mx

,

respectively. Numerical experiments suggest the choice Nt =
1
2Mx for the infinite time

interval instead of that given in (1.19).

2. Inverse Problem for the Heat Equation

One example of the inverse heat conduction problem is the estimation of the heating
history experienced by a shuttle or missile reentering the earth’s atmosphere from space.
The heat flux at the heated surface is needed [4]. To estimate the surface heat flux history,
it is necessary to have a mathematical model of the heat transfer process. For example, it is
assumed that the section of the skin is of a single material, homogeneous, and isotropic. It
closely approximates a flat plate. Then a possible mathematical model for the temperature
in the plate is a one-dimensional inverse heat conduction problem as follows [4]:

P (2)u(x, t) ≡ ut(x, t)− uxx(x, t) = f(x, t), 0 < x < 1, 0 < t <∞, (2.1a)

u(x, 0) = ϕ(x), 0 ≤ x ≤ 1, (2.1b)

u(0, t) = p(t), 0 ≤ t ≤ ∞, (2.1c)

u(1, t) = q(t), 0 ≤ t ≤ ∞, (2.1d)
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and the overspecified condition

u(a, t) = g(t), 0 ≤ t ≤ ∞, (2.1e)

where 0 < a < 1 is a fixed point, ϕ(x), g(t) and q(t) are known functions on 0 < x < 1,
0 < t <∞, and the function p(t) is unknown which remains to be determined from some
interior temperature measurements.
We now show the application of the fully Sinc-Galerkin method to solve the inverse problem
for the heat equation. The approximate solution is written as

umx,mt(x, t) =

Nt∑
j=−Mt−1

Nx+1∑
i=−Mx−1

uijχi(x)θj(t), (2.2)

where mx = Mx + Nx + 3 and mt = Mt + Nt + 2. The basis functions {sij(x, t)} for
−Mx − 1 ≤ i ≤ Nx + 1 and −Mt − 1 ≤ j ≤ Nt are given as the product of basis functions
for the appropriate one-dimensional problem. They are given by

sij(x, t) ≡ [s(i, hx) ◦ Φ(x)][s(j, ht) ◦Υ(t)],

where

Φ(x) = ln(
x− a

1− x
), Υ(t) = ln(t). (2.3)

Two linear functions are added to the sinc basis in the spatial dimension

χi(x) =


1−x
1−a , i = −Mx − 1,

s(i, h) ◦ Φ(x), −Mx ≤ i ≤ Nx,
x−a
1−a , i = Nx + 1,

and one rational function is appended to the temporal base

θj(t) =

{
t+1
t2+1

, j = −Mt − 1,

s(j, h) ◦Υ(t), −Mt ≤ j ≤ Nt.

Interpolating the boundary and initial conditions in (2.2) dictates that

umx,mt(a, t) =

Nt∑
j=−Mt−1

u−Mx−1,jθj(t) = g(t),

umx,mt(1, t) =

Nt∑
j=−Mt−1

uNx+1,jθj(t) = q(t),

umx,mt(x, 0) =

Nx+1∑
i=−Mx−1

ui,−Mt−1χi(x) = ϕ(x).

The sinc approximation to (2.2) is defined by

umx,mt(x, t) =

Nt∑
j=−Mt

Nx∑
i=−Mx

uijsij(x, t) + g∗(t)χ−Mx−1(x)+

q∗(t)χNx+1(x) + ϕ(x)θ−Mt−1(t),

where

g∗(t) = g(t)− ϕ(a)θ−Mt−1(t),

q∗(t) = q(t)− ϕ(1)θ−Mt−1(t),
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and the intervals of i and j confined to −Mx ≤ i ≤ Nx and −Mt ≤ j ≤ Nt, respectively.
Therefore, we have mx =Mx +Nx + 1 and mt =Mt +Nt + 1.

Define the inner product by

< η, ζ >≡
∫ ∞

0

∫ 1

a
η(x, t)ζ(x, t)ν(x)ω(t)dxdt,

where the product ν(x)ω(t) plays the role of a weight function. Assume that the product
is given by

ν(x)ω(t) =

√
Υ′

Φ′ ,

where

ω(t) =
√
Υ′, ν(x) =

√
1

Φ′ .

Since g∗(t) and q∗(t) are known functions, the orthogonalization of the residual

< P (2)umx,mt − f, skl >= 0,

for −Mx ≤ k ≤ Nx, −Mt ≤ l ≤ Nt may be written

< P (2)uh − f∗, skl >= 0, (2.4)

where the homogeneous part of the approximate solution is given by

uh(x, t) =

Nt∑
j=−Mt

Nx∑
i=−Mx

uijsij(x, t).

f∗ is also given by

f∗(x, t) = f(x, t)− P (2)[g∗(t)χ−Mx−1(x) + q∗(t)χNx+1(x) + ϕ(x)θ−Mt−1(t)]. (2.5)

2.1. Discrete System Assembly. Now we want to discrete the system of (2.4):

< ut, skl > − < uxx, skl > − < f∗, skl >= 0.

The inner product of sinc basis elements is given by

< ut, skl >=

∫ ∞

0

∫ 1

a
utsklν(x)ω(t)dxdt,

This expression contains derivative of u with respect to t. We can remove derivative from
the dependent variable u by integrating by parts, once doing this in t. We obtain the
following term,

BT1 −
∫ ∞

0

∫ 1

a
uh(x, t)[s(k, hx) ◦ Φ(x)]ν(x)([s(l, ht) ◦Υ(t)]ω(t))′dxdt,

where the boundary term

BT1 =

∫ 1

a
[s(k, hx) ◦ Φ(x)]ν(x)([s(l, ht) ◦Υ(t)]ω(t)uh(x, t)) |∞t=0 dx = 0.

If we do the similar calculations for < uxx, skl >, then we have

< uxx, skl >=

∫ ∞

0

∫ 1

a
uxxsklν(x)ω(t)dxdt.

This expression contains the derivatives of the dependant variable u, twice in x. We can
similarly remove uxx by integrating by parts, as follows:
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BT2 −
∫ ∞

0

∫ 1

a
uh(x, t)[s(l, ht) ◦Υ(t)]ω(t)([s(k, hx) ◦ Φ(x)]ν(x))′′dxdt,

where the boundary term

BT2 =

∫ ∞

0
[s(l, ht) ◦Υ(t)]ω(t)([s(k, hx) ◦ Φ(x)]ν(x))′uh(x, t)) |1x=a dt

−
∫ ∞

0
[s(l, ht) ◦Υ(t)]ω(t)([s(k, hx) ◦ Φ(x)]ν(x)ux(x, t)) |1x=a dt

= 0.

Remove the derivatives from the dependent variable u by integrating by parts, twice in x
and once in t, to arrive at the identity∫ ∞

0

∫ 1

a
uh(x, t)(−

∂

∂t
− ∂2

∂x2
)(sk(x)sl(t)ν(x)ω(t))dxdt =∫ ∞

0

∫ 1

a
f∗sk(x)sl(t)ν(x)ω(t)dxdt.

We apply the quadrature rule [21] to the iterated integrals and delete the error terms.We
also replace uh(x, t) by uij and dividing by hxht. Hence, we obtain the following discrete
sinc system:

ω(tl)

Υ′(tl)

Nx∑
i=−Mx

[− 1

h2x
δ
(2)
ki Φ

′(xi)ν(xi)−
1

hx
δ
(1)
ki (

Φ′′(xi)ν(xi)

Φ′(xi)
+ 2ν ′(xi))− δ

(0)
ki

ν ′′(xi)

Φ′(xi)
]uil (2.6)

+
ν(xk)

Φ′(xk)

Nt∑
j=−Mt

[− 1

ht
δ
(1)
lj ω(tj) + δ

(0)
lj

ω′(tj)

Υ′(tj)
]ukj (2.7)

=
f∗(xk, tl)ν(xk)ω(tl)

Φ′(xk)Υ′(tl)
. (2.8)

This system is identical to the system generated by orthogonalizing the residual via

< p(2)uh − f∗, skl >= 0.

We apply the notation of Section 2 and obtain the following matrix form:

[
−1

h2x
I(2)mx

D(Φ′ν)− 1

hx
I(1)mx

D(
Φ′′ν

Φ′ + 2ν ′)− I(0)mx
D(

ν ′′

Φ′ )]U
(2)D(

ω

Υ′ )

+D(
ν

Φ′ )U
(2)[

−1

ht
I(1)mt

D(ω) + I(0)mt
D(

ω′

Υ′ )]

= D(
ν

Φ′ )F
(2)D(

ω

Υ′ ),

premultiplying by D(Φ′) and postmultiplying by D(Υ′) yields the equivalent system

D(Φ′)[
−1

h2x
I(2)mx

D(Φ′ν)− 1

hx
I(1)mx

D(
Φ′′ν

Φ′ + 2ν ′)− I(0)mx
D(

ν ′′

Φ′ )]U
(2)D(ω)

+D(ν)U (2)[
−1

ht
I(1)mt

D(ω) + I(0)mt
D(

ω′

Υ′ )]
TD(Υ′)

= D(ν)F (2)D(ω).
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It is helpful to single out the portion of the coefficient matrix in this system that corre-
sponds to the second derivative. This is defined by

A(v) ≡ −1

h2x
I(2)mx

− 1

hx
I(1)mx

D(
Φ′′

(Φ′)2
+

2ν ′

Φ′ν
)−D(

ν ′′

(Φ′)2ν
), (2.9)

B(
√
Υ′) =

−1

ht
I(1)mt

−D(
ω′

ωΥ′ ) =
−1

ht
I(1)mt

+D(
1

2
). (2.10)

The second equality follows ω′

ωΥ′ =
Υ′′

2(Υ′)2 ≡ −1
2 , where

Υ = ln(t).

The representation of the system is simplified based on recalling the definition of the
matrix A(ν) and B(

√
Υ′) in (2.9) and (2.10), respectively. So we have

D(Φ′ν)D(Φ′)A(v)U (2)D(ω) +D(ω)D(ν)U (2)B(
√
Υ′)D(Υ′)

= D(ν)F (2)D(ω). (2.11)

Dividing the system of (2.11) by (
√
Υ′) yields

D(Φ′)A(v)D(Φ′)D(ν)U (2)D(
ω√
Υ′

) +D(ν)U (2)D(
ω√
Υ′

)D((Υ′)
1
2 )BT (

√
Υ′)D((Υ′)

1
2 )

= D(ν)F (2)D(
ω√
Υ′

). (2.12)

We can now write (2.12) in the simplified form as follows:

Axν
(2)

+ ν
(2)
BT
t = G(2), (2.13)

where

Ax = D(Φ′)A(v)D(Φ′) = D(Φ′)[
−1

h
I(2) +D(

−1

(Φ′)
3
2

(
1√
Φ′

)′′)]D(Φ′),

Bt = D((Υ′)
1
2 )[−1

h
I(1) +D(

1

2
)]D((Υ′)

1
2 ),

ν
(2)

= D(ν)U (2) = D((Φ′)
−1
2 )U (2),

G(2) = D(ν)F (2) = D((Φ′)
−1
2 )F (2).

In the latter, the matrix F (2) is now the matrix of point evaluations of f∗ in (2.5). In
this notation, the system (2.13) is the sylvester equation. In this section, we discretize
the system and find its matrix form, in the next section. We try to solve the sylvester
equation and transform the sylvester equation to the system in the following form:

AΘ = B,

where A is a matrix and B is a vector.

2.2. Transform of the sylvester equation to AΘ = B. The formulation (2.13) may
be written as the large sparse discrete system using the Kronecker sum notation and the
concatenation (co) of matrices [21]. Hence,we have:

B(2)co(ν(2)) = co(G(2)), (2.14)

where
B(2) ≡ Imt ⊗Ax +Bt ⊗ Imx ,

and
co(ν(2)) = co(D((Φ′)

−1
2 )U (2)) = (Imx ⊗D((Φ′)

−1
2 ))co(U (2)),
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co(G(2)) = co(D((Φ′)
−1
2 )F (2)) = (Imx ⊗D((Φ′)

−1
2 ))co(F (2)).

The Schur decomposition or the full diagonalization procedure is applicable to (2.13). One
of difficulties of different methods of solution is the necessity of dealing with the complex
eigenvalues and eigenvectors of Bt. To circumvent this issue, note that the block structure
of B(2) is graphically illustrated in below matrix:

x x x x 0 0 x 0 0 x 0 0
x x x 0 x 0 0 x 0 0 x 0
x x x 0 0 x 0 0 x 0 0 x
x 0 0 x x x x 0 0 x 0 0
0 x 0 x x x 0 x 0 0 x 0
0 0 x x x x 0 0 x 0 0 x
x 0 0 x 0 0 x x x x 0 0
0 x 0 0 x 0 x x x 0 x 0
0 0 x 0 0 x x x x 0 0 x
x 0 0 x 0 0 x 0 0 x x x
0 x 0 0 x 0 0 x 0 x x x
0 0 x 0 0 x 0 0 x x x x



,

A scheme designed to take advantage of this structure and to avoid the possible complex
arithmetic is a ”partial diagonalization” procedure [21]. Let P denote the orthogonal
diagonalizer of Ax. Then (via a premultiplication by Imt ⊗ P T ) the system (2.14) is
equivalent to

B(2)
p co(W (2)) = co(H(2)), (2.15)

where

B(2)
p = Imt ⊗ Λx +Bt ⊗ Imt ,

and Λx is the diagonal matrix of eigenvalues of Ax . The concatenated matrix of coefficients
and forcing vectors are, respectively, as follows,

co(W (2)) = (Imt ⊗ pT )co(ν(2)),

and

co(H(2)) = (Imt ⊗ pT )co(G(2)).

The mxmt ×mxmt matrix B
(2)
p can be pictorially displayed as:

Λx + b−Mt,MtImx . . . b−Mt,NtImx

b−Mt+1,MtImx . . .
...

...
. . .

...
bNt,MtImx . . . Λx + bNt,NtImx

 ,

where the m2 numbers (bij) , Mt < i, j < Nt, are the entries in the matrix Bt and each
block of Bp is a diagonal matrix. A method of solution of (2.15) is a block Gauss-Jordan

routine. At one level of programming, the blocks of B
(2)
p are treated as if they were

constants so that divisions are simply inverses of diagonal matrices and the system (2.15)
is naturally suited for vector computation [21].

Thus the linear system corresponding to the sinc coefficient uij can be expressed as

AΘ = B. (2.16)
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The Matrix A is ill-conditioned. On the other hand, as g(t) is affected by measurement
errors, the estimate of Θ by (2.16) will be unstable so that the Tikhonov regularization
method must be used to control this measurement errors. The Tikhonov regularized
solution ([18], [20], [40] and [39]) to the system of linear algebraic equation (2.16) is given
by

zα(Θ) = ∥AΘ−B∥22 + α∥R(s)Θ∥22.
In the case of the zero -, first-, and second-order Tikhonov regularization method the
matrix R(s), for s = 0, 1, 2, is given as follows [23]:

R(0) = IM1×M1 ∈ RM1×M1 ,

R(1) =


−1 1 . . . 0 0 0
0 −1 1 . . . 0 0
...

...
...

...
...

...
0 0 . . . −1 1 0
0 0 . . . 0 −1 1

 ∈ R(M1−1)×M1 ,

R(2) =


1 −2 1 0 . . . 0 0
0 1 −2 1 0 . . . 0
...

...
...

...
...

...
...

0 0 . . . 1 −2 1 0
0 0 . . . 0 1 −2 1

 ∈ R(M1−2)×M1 ,

where M1 = (γ + 1)× (ι+ 1).
Therefore, we obtain the Tikhonov regularized solution of the regularized equation as

follows,

Θα =
[
ATA+ α(R(s))TR(s)

]−1
ATB.

In our computation, we use the GCV scheme to determine a suitable value of α ([15],
[16] and [41]).

3. Convergence analysis

In this section, we discuss the convergence of the Sinc-Galerkin method for IHCP.

Theorem 3.1. Consider the maps Φ : DE −→ Ds and Υ : Dw −→ Ds given in (2.3).
For the weight function

ν(x)ω(t) =

√
Υ′

Φ′ ,

assume that f√
Φ′ ∈ B(DE) and that uF ∈ B(DE), where

F =
√
Φ′(

1

Φ′ )
′′, (Φ′)

3
2 ,

Φ′′
√
Φ′
, (

1√
Φ′

)′′.

Also assume that f
√
Υ′ ∈ B(Dw) and uF ∈ B(Dw), where

F =
√
Υ′, (Υ′)

3
2 ,

Υ′′
√
Υ′
.

Furthermore assume

|u(x, t)| ≤ C(x− a)αs+
1
2 (1− x)βs+

1
2 tγ+

1
2 e−δt,

(x, t) ∈ (a, 1)× (0,∞).
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Making the following selections

Nx = [|αs
βs
Mx + 1|], hs = (

πd

αsMx
)
1
2

and

Mt = [|αs
γ
Mx + 1|], Nt = [|1

h
ln(

αs
δ
Mxh) + 1|],

we have
∥u− umx,mt∥∞ ≤ KM2

xexp(−(πdαsMx)
1
2 ).

Proof. With regard to the discrete system (2.7) and |δ(1)lj | ≤ 1, we can write

|
∫ ∞

0

∫ 1

a
utSklν(x)ω(t)dxdt+ hxht

ν(xk)

Φ′(xk)

Nt∑
j=−Mt

[
1

ht
δ
(1)
lj ω(tj) +

ω′(tj)

Υ′(tj)
δ
(0)
lj ]ukj |

≤ hxht |
ν(xk)

Φ′(xk)
| [

Nt∑
j=−Mt

1

ht
| δ(1)lj || ω(tj)ukj | + | ω

′(tl)

Υ′(tl)
|| ukl |]

≤ hxht |
ν(xk)

Φ′(xk)
| [

Nt∑
j=−Mt

1

ht
| ω(tj)ukj | + | ω

′(tl)

Υ′(tl)
|| ukl |]

≤ hx | ν(xk)
Φ′(xk)

|
∞∑

j=Mt+1

| ω(t−j)uk,−j |

+
∞∑

j=Nt+1

| ω(tj)uk,j | +hxht |
ω′(tl)

Υ′(tl)
|| ukl ||

ν(xk)

Φ′(xk)
|

≤ hx | (1− a)
3
2 e

3
2
kh

(1 + ekh)3
| (

∞∑
j=Mt+1

| e
1
2
jh || (1− a)αs+βs+1ekh(αs+

1
2
)

(1 + ekh)αs+βs+1
e−jh(γ+

1
2
) |

+

∞∑
j=Nt

| e−
1
2
jh || (1− a)αs+βs+1ekh(αs+

1
2
)

(1 + ekh)αs+βs+1
e−δe

jh |)

+hxht | −
1

2
e−

1
2
lh || (1− a)αs+βs+1ekh(αs+

1
2
)

(1 + ekh)αs+βs+1
e−δe

lh
elh(δ+

1
2
) || (1− a)

3
2
e
3
2 kh

(1 + ekh)3
|

≤ hx | (1− a)
5
2
+αs+βsekh(αs+2)

(1 + ekh)αs+βs+4
|

(
∞∑

j=Mt+1

| e−γjh | +
∞∑

j=Nt+1

| ejhe−δejh | +ht |
−1

2
eγlhe−δe

lh |). (3.1)

The exponential convergence of the approximating sum is maintained with those Mt and
Nt and verified by the following processes.

∞∑
Nt+1

ejhe−δe
jh

= limb→∞

∫ b

Nt+1
ejhe−δe

jh
dj

=
−1

δh
limb→∞(e−δe

bh − e−δe
Nth+h

)

=
−1

δh
(−e−δeNthe

h

)
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=
1

δh
e−δe

Nthe
h

, (3.2)

and
∞∑

j=Mt+1

e−γjh =
1

htγ
e−Mthtγ , (3.3)

We can find following bound by replacing (3.2) and (3.3) in (3.1) as follows:

K((
1

γ
+

1

δ
) +

1

2
(
πd

αs
)M−1

x )e−(πdαsMx)
1
2

≤ K1L1e
−(πdαsMx)

1
2 ,

where K1 is a positive constant. We apply a similar approach and obtain bounds for the
two other parts of our discrete system. Replacing all bounds in the discrete system, we
find the maximum bound as follows:

∥ u− umx,mt ∥≤ KM2
xexp(−(πdαsMx)

1
2 ),

and the proof is completed. �

4. Numerical Result

In this section, we illustrate the Sinc-Galerkin method to solve IHCP with the unknown
boundary condition in the inverse problem (2.1). Since inverse problems are ill-posed, it
is necessary to investigate the stability of the proposed method with a test problem.

Remark 4.1. Errors on the set of sinc grid points

s = {xi}Nx
−Mx

× {tj}Nt
−Mt

,

where

xi = Φ−1(ih) =
a+ eih

1 + eih
, i = −Mx, · · · , Nx,

tj = Υ−1(jh) = ejh, i = −Mt, · · · , Nt,

are reported as follows:

∥ Es(h) ∥=| numeric− exact | .

Example 4.1. In this example, we solve the problem (2.1) with given data,

u(x, 0) = 0, 0 ≤ x ≤ 1,

u(1, t) = 0.9te−tsin(1), 0 ≤ t ≤ ∞,

u(0.1, t) = 0, 0 ≤ t ≤ ∞.

The exact solution of this problem is u(x, t) = (x − 0.1)te−tsinx and f(x, t) = ((x −
0.1)sinx − 2tcosx)e−t. The results are presented for u(0, t) when α = β = γ = 1

2 and
δ = 1 with noisy data (noisy data=input data+(0.01)rand(1)) and Mx = 4, 8, 16 in Tables
1-9,respectively and Figures 3-11.

t numeric exact ||Es(h)(x, t)||
0.001 −1.6189e− 004 0 1.6189e− 004
0.008 −7.5420e− 004 0 7.5420e− 004
0.040 −3.4875e− 003 0 3.4875e− 003
0.200 −1.4214e− 002 0 1.4214e− 002
1.000 −3.0961e− 002 0 3.0961e− 002
4.810 −3.3016e− 003 0 3.3016e− 003
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Table 1. The comparison between exact and numeric solution for p(t)0th order T ikhonov

with noisy data when Mx = 4.

0 1 2 3 4 5
−0.035

−0.03

−0.025

−0.02

−0.015

−0.01

−0.005

0

t

p(
t)

 

 

numeric
exact

Figure 3. The comparison between the exact results and 0th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 4.

t numeric exact ||Es(h)(x, t)||
0.0001 −1.1692e− 005 0 1.1692e− 005
0.001 −1.0725e− 004 0 1.0725e− 004
0.01 −9.7821e− 004 0 9.7821e− 004
0.1 −8.1880e− 003 0 8.1880e− 003
0.3 −1.9935e− 002 0 1.9935e− 002
1.0 −3.0956e− 002 0 3.0956e− 002
3.0 −1.2264e− 002 0 1.2264e− 002
9.2 −7.6848e− 005 0 7.6848e− 005

Table 2. The comparison between exact and numeric solution for p(t)0th order T ikhonov

with noisy data when Mx = 8.
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t

p(
t)

 

 

numeric
exact

Figure 4. The comparison between the exact results and 0th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 8.
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t numeric exact ||Es(h)(x, t)||
0.000003 −2.9757e− 007 0 2.9875e− 007
0.00001 −1.4157e− 006 0 1.4159e− 006
0.00008 −6.7942e− 006 0 6.7942e− 006
0.0001 −1.4895e− 005 0 1.4895e− 005
0.001 −1.5685e− 004 0 1.5685e− 004
0.01 −1.6255e− 003 0 1.6255e− 003
0.09 −7.2542e− 003 0 7.2542e− 003
0.2 −1.4209e− 002 0 1.4209e− 002
0.4 −2.4318e− 002 0 2.4318e− 002
1.0 −3.0955e− 002 0 3.0955e− 002
2.1 −2.0587e− 002 0 2.0587e− 002
4.8 −3.2965e− 003 0 3.2965e− 003
10.5 −2.3242e− 005 0 2.3242e− 005

Table 3. The comparison between exact and numeric solution for p(t)0th order T ikhonov

with noisy data when Mx = 16.
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Figure 5. The comparison between the exact results and 0th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 16.

t numeric exact ||Es(h)(x, t)||
0.001 −1.6580e− 004 0 1.6676e− 004
0.008 −7.5811e− 004 0 7.5832e− 004
0.040 −3.4914e− 003 0 3.4915e− 003
0.200 −1.4218e− 002 0 1.4218e− 002
1.000 −3.0964e− 002 0 3.0964e− 002
4.810 −3.3055e− 003 0 3.3055e− 003

Table 4. The comparison between exact and numeric solution for p(t)1st order T ikhonov
with noisy data when Mx = 4.
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Figure 6. The comparison between the exact results and 1th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 4.

t numeric exact ||Es(h)(x, t)||
0.0001 −1.2376e− 005 0 1.2416e− 005
0.001 −1.0794e− 004 0 1.0794e− 004
0.01 −9.7890e− 004 0 9.7890e− 004
0.1 −8.1887e− 003 0 8.1887e− 003
0.3 −1.9936e− 002 0 1.9936e− 002
1.0 −3.0956e− 002 0 3.0956e− 002
3.0 −1.2265e− 002 0 1.2265e− 002
9.2 −7.7533e− 005 0 7.7539e− 005

Table 5. The comparison between exact and numeric solution for p(t)1st order T ikhonov
with noisy data when Mx = 8.
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Figure 7. The comparison between the exact results and 1th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 8.
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t numeric exact ||Es(h)(x, t)||
0.000003 −2.0809e− 006 0 .2727e− 006
0.00001 −3.1991e− 006 0 3.3270e− 006
0.00008 −8.5776e− 006 0 8.6261e− 006
0.0001 −1.6678e− 005 0 1.6703e− 005
0.001 −1.5863e− 004 0 1.5863e− 004
0.01 −1.6273e− 003 0 1.6273e− 003
0.09 −7.2560e− 003 0 7.2560e− 003
0.2 −1.4211e− 002 0 1.4211e− 002
0.4 −2.4320e− 002 0 2.4320e− 002
1.0 −3.0957e− 002 0 3.0957e− 002
2.1 −2.0589e− 002 0 2.0589e− 002
4.8 −3.2983e− 003 0 3.2983e− 003
10.5 −2.5025e− 005 0 2.5042e− 005

Table 6. The comparison between exact and numeric solution for p(t)1st order T ikhonov
with noisy data when Mx = 16.
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Figure 8. The comparison between the exact results and 1th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 16.

t numeric exact ||Es(h)(x, t)||
0.0001 −1.151e− 005 0 1.151e− 005
0.001 −1.050e− 004 0 1.050e− 004
0.01 −9.580e− 004 0 9.580e− 004
0.1 −8.018e− 003 0 8.018e− 003
0.3 −1.952e− 002 0 1.952e− 002
1.0 −3.031e− 002 0 3.031e− 002
3.0 −1.201e− 002 0 1.201e− 002
9.2 −7.531e− 005 0 7.531e− 005

Table 7. The comparison between exact and numeric solution for p(t)2nd order T ikhonov
with noisy data when Mx = 4.
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Figure 9. The comparison between the exact results and 2th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 4.

t numeric exact ||Es(h)(x, t)||
0.0001 −1.2255e− 005 0 1.2274e− 005
0.001 −1.0781e− 004 0 1.0782e− 004
0.01 −9.7877e− 004 0 9.7878e− 004
0.1 −8.1886e− 003 0 8.1886e− 003
0.3 −1.9936e− 002 0 1.9936e− 002
1.0 −3.0956e− 002 0 3.0956e− 002
3.0 −1.2265e− 002 0 1.2265e− 002
9.2 −7.7412e− 005 0 7.7415e− 005

Table 8. The comparison between exact and numeric solution for p(t)2nd order T ikhonov
with noisy data when Mx = 8.
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Figure 10. The comparison between the exact results and 2th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 8.
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t numeric exact ||Es(h)(x, t)||
0.000003 −4.6133e− 005 0 4.8685e− 005
0.00001 −4.7251e− 005 0 4.9746e− 005
0.00008 −5.2630e− 005 0 5.4880e− 005
0.0001 −6.0731e− 005 0 6.2691e− 005
0.001 −2.0268e− 004 0 2.0328e− 004
0.01 −1.6714e− 003 0 1.6715e− 003
0.09 −7.3001e− 003 0 7.3001e− 003
0.2 −1.4255e− 002 0 1.4255e− 002
0.4 −2.4364e− 002 0 2.4364e− 002
1.0 −3.1001e− 002 0 3.1001e− 002
2.1 −2.0633e− 002 0 2.0633e− 002
4.8 −3.3424e− 003 0 3.3424e− 003
10.5 −6.9078e− 005 0 7.0807e− 005

Table 9. The comparison between exact and numeric solution for p(t)2nd order T ikhonov
with noisy data when Mx = 16.
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Figure 11. The comparison between the exact results and 2th or-
der Tikhonov of the problem (2.1) with noisy data when Mx = 16.

5. Conclusions

In this paper, a numerical approach was proposed to estimate unknown boundary con-
dition for the inverse heat conduction problem using noisy data. The approach is based
on Sinc-Galerkin method. The obtained solutions by this approach are stable. The pref-
erences of our approach with respect to the other done works in literature are as follows:
1. In the proposed approach, the solutions are obtained in a more extensive time range,
i.e., the whole domain.
2. The obtained results are often based on noiseless data.
This difficulty was overcame in this paper and the results were completed based on noisy
data. Finally, it was shown that the rate of convergence of the approach is exponential.
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