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WEAK CONVERGENCE THEOREM FOR THE ERGODIC
DISTRIBUTION OF A RANDOM WALK WITH NORMAL
DISTRIBUTED INTERFERENCE OF CHANCE

Z. HANALIOGLU!, T. KHANIYEV?, I. AGAKISHIYEV?, §

ABSTRACT. In this study, a semi-Markovian random walk process (X (¢)) with a discrete
interference of chance is investigated. Here, it is assumed that the (,,, n = 1,2, 3, ..., which
describe the discrete interference of chance are independent and identically distributed
random variables having restricted normal distribution with parameters (a,o?). Under
this assumption, the ergodicity of the process X(t) is proved. Moreover, the exact
forms of the ergodic distribution and characteristic function are obtained. Then, weak
convergence theorem for the ergodic distribution of the process W, (t) = X (¢)/a is proved
under additional condition that ¢ /a — 0 when a — oco.
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1. INTRODUCTION

Many applied problems of queueing, reliability, inventory, control, insurance and other
theories are formulated in terms of random walks with various types of barrier or discrete
interference of chance. Some important studies on this topic exist in the literature (see,
for example, Afanasyeva and Bulinskaya [2]; Aliyev et. al. [3], [4]; Alsmeyer [5]; Anisimov
and Artalejo [6]; Borovkov [7]; Brown and Solomon [8]; Chang [9]; Chang and Peres [10];
Jansen and Leeuwaarden [13], [14]; Khaniyev and Mammadova [15]; Khaniyev and Aksop
[16]; Khorsunov [17]; Korolyuk and Borovskikh [18]; Lotov [19]; Nasirova [19]; Siegmund
[22],][23]; Skorohod and Slobodenyuk [24]; Spitzer [25] etc.).

Note that, in the studies Aliyev et. al. [3], [4] and Khaniyev and Aksop [16], the random
variables (,, n = 1,2, 3... which describe the discrete interference of chance has gamma,
triangular and beta distributions, respectively. In this study, unlike Aliyev et. al. [3],
[4] and Khaniyev and Aksop [16], we assume that the random variables (,, n = 1,2,3...
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are independent and identically distributed random variables having restricted normal
distribution.

1.1. The Model. Consider a stochastic model which comes up in the insurance theory.
This model can be described as follows.

Suppose that amount of initial capital of an insurance company is equal to z € (0, 00).
Assume that the premiums and claims arrive to the system at the times T,, = > """ | &,
n > 1. Here &;, ¢ > 1 are inter-arrival times of two successive customers. Level of the total
capital passes from a state to another by jumping in accordance with {—n,}, n > 1. The
random variables 7,,n = 1,2, ... express difference of claims and premiums. Next, amount
of the total capital keeps on its variation until a random time 7; that is the first time
at which the capital level falls below zero. At the epoch 7, the amount of the capital is
immediately increased to the level (; having a restricted normal distribution in the interval
[0,00). Thus, the first period is completed. Then, the insurance company keeps working
in a similar way. The amount of total capital of the insurance company at time t, denote
by X (t). The process X(t) is known as ”A semi-Markovian random walk with a Normal
distributed interference of chance”. Now, we proceed to mathematical construction of the
process X ().

2. MATHEMATICAL CONSTRUCTION OF THE PROCESS X (t)

Let {&,} and {n,}, n > 1 be two independent sequences of random variables defined on
any probability space (£, S, P), such that variables in each sequence are independent and
identically distributed. Suppose that &,’s take only positive values, n,,’s take both positive
and negative values. Introduce a sequence of normal distributed random variables {Y;,},
n > 1 with parameters (a,02), a > 0, o > 0, as well. In other words, probability density
function of Y,, can be written as follows:

1 x—a

== , € R.
frie) = —o(*=0),
Here ¢(u) is the probability density function of standard normal distribution, i.e.,
1
p(u) = —=exp(—u?/2).

V2
Moreover, we put ¢, = max{0,Y,}, n = 1,2,3,... and denote the distribution function
of ¢, by m(z). In this case, it is hold that 7(z) = P{{, < z} = ®((z — a)/o) when
z > 0;and w(z) = P{¢, < z} = 0 when z < 0. Here, ®(u) is the standard normal
distribution function. Define renewal sequence {7},} and random walk {S,} as follows:

n n
To=> & So=>m To=5%=0, n=12,..
=1 =1

and a sequence of integer - valued random variables {N,,} as:
No=0,Ni=N(z)=inf{n>1:2- 5, <0},z > 0;
Npyr = nf{k > 1: Go = (SN 4N+t Ntk = SNyt NN, < 0) = 1,2,

and inf{0} = 400 is stipulated.

Let 7'0:0, T1 ET(Z) :TN(Z) :Zi\;(f) &, ZZO; Tn:TN1+...+Nna nZ 2
and define v(t) as:

v(t) = max{n > 0:T, <t}
Now, we can construct the desired stochastic process X (t) as follows:

X(t) =G — (Sut) = SNo+N1+..4+N,) (1)
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if 7 <t<my1,n=0,1,2,.., (= z€][0,00).

The main purpose of this study is to prove weak convergence theorem for the ergodic
distribution of the process X(t), as a — oo. Therefore, we first prove the ergodicity of the
process X ().

3. THE ErGoDICITY OF THE PROCESS X ()
Firstly, we state the following theorem on the ergodicity of the process X (t).

Theorem 3.1 (The Ergodic Theorem). Let the initial sequences of the random variables
{&n} and {n,} satisfy the following supplementary conditions:
(JE(&) < o0; (i) E(my) > 0; (iii) E() < 00;
(iv) m1 is non-arithmetic random variable.
Then, the process X (t) is ergodic and for any bounded measurable function
f(@)(f :[0,00) = R) the following relation holds, with probability 1:

1
lim ¢ : / FOX ) = s / F(@)do(B(A(w, ) @
where E(N(C1)) = N(2))dr(2); BE(A(z,G)) =[5~ Al, 2)dr(2).
z):ian(x,z);an(m,z) P{z—5;>0;i= - S, <z}; z,z>0.

Proof. The process X (t) belongs to a wide class of processes which is known in the litera-
ture as the class of semi-Markov processes with a discrete interference of chance. General
ergodic theorem for this class exists in literature (see, Gihman and Skorohod [12], p.243).
According to this theorem, it is sufficient to verify the following assumptions for proving
the ergodicity of X (¢):

Assumption 1. It is required to choose a sequence of ascending random times, such that
the values of the process X(t) at these times form an embedded Markov chain which is
ergodic. For this reason, it is sufficient to consider the sequence of the random times {7,},
n > 1 which is defined in Section 2. On the other hand, the values of the process X (t) at
these times X (7,,) = ¢, = max{0,Y,}, n = 1,2,3, ... form a sequence of the independent
and identically distributed random variables. Accordingly, the embedded Markov chain
{X(m)}, n > 1 is ergodic with stationary distribution function

7(z) = P{¢, < 2z} = ®((2 —a)/o), z > 0. Hence, the first assumption of the general
ergodic theorem is satisfied.

Assumption 2. The mathematical expectation of the time between successive Markov
moments {7,}, n =1,2,3,... must be finite, i.e., for all n =1,2,3, ...

E(1y — Th—1) < 00. (3)

Since the random variables 7, — 7,—1, n = 1,2,3,... are independent and the random
variables 7,, — 7,1, n = 2,3,... are identically distributed random variables, then for
holding the condition (3), it is sufficient to show that E(m) = E(7(z)) < oo and

E(1p — Th-1) /E m(z) <oo, n=2,3,.. (4)

On the other hand, by using Wald’s identity (see, Feller [11], p.601), we have:

:E(Z §i) = E(&)E(N(2)). (5)
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Therefore, we have
[o.¢]
E(my — 1) :E(fl)/ E(N(z))dr(z), n=23,.. (6)
0

Recall that, in this case, 0 < E(&) < oo is hold. To provide the condition (3), the
following inequalities should be satisfied, i.e., E(N(z)) < oo and

/0 T B(N())d(x(2)) < 0. (M)

For this purpose, we introduce the ladder epoch (v;") and ladder height (x;) of the random
walk {S,}, n > 0:

+
V1

vii =min{n>1:S5,>0}; xf= Suf” = Zm‘
i=1

2 ,Xj'); ¢t = 1,2, .. be mutually independent and have the same
distribution as a pair (v]", x{) (see, Feller [11]). According to E. Dynkin’s principle, N(2)
and Sy ;) can be presented as follows:

Let the random variables (v;"

H(z) H(z)
N@E) =D vh 3 Sne =D x (8)
i=1 i=1
where
H(z) =min{n >1: fo’ > z}. (9)
i=1

By using Wald’s identity, we have:
E(N(2)) = E(H(2))E(v). (10)

H(z) is a renewal process generated by the ladder heights {x;''}, n > 1. For each

0 < z < 400, the condition E(H(z)) = U4 (z) < oo is satisfied (see, Feller [11]). On the
other hand, since E(1n;) > 0 then E(r{") < 400 (see, Feller [11], p.396-397). Therefore,
the inequality E(N(z)) < +oo is true. Additionally, we should show that

BULG) = | Us(a)in(a) < +oc (1)
0
is hold. By the sharper form of the renewal theorem (see, Feller [11], p. 366)
z H2
Ui(2)=—+ — +g9(z 12
0= =+ 2 gl (12

can be written, as z — oo. Here, ux = E((x{)*), k =1,2,.. and the function g(z) tends
to zero, as z — 00, i.e., lim,_0g(2z) = 0. For this reason, for each € > 0 it is possible to
find the number b = b(e) such that 0 < b(e) < +o00, and for each z > b(e)

9(2)| < 5. (13)

The expression (11) can be rewritten as follows:

o)

b(e)
EUL(Q) = /0 Uys(z)dm(z) + /b( )U.,.(z)dw(z) = Ji(e) + Ja(e). (14)
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Since the function Uy (z) is a monotone non-decreasing function, then for all
0<z<ble)isUs(z) <U4(b(e)) < 400. Therefore,

b(e) b(e)
Ji(e) = /0 Uy (2)dn(2) < Uy (b(e)) /0 dn(z) < Uy (b(e)). (15)

On the other hand, because of the definition of the number b(e) according to (12), we
have:

Urbe) < X k2 e (16)

(17)
We now estimate the second term in (14):

Jo(e) = /boo Uy (2)dr(z) < — /boo sdn(z) + (22 + g) /boo dn(2)

(e) 11 J(e) 2py (e)
E(¢)  p2 | €
=+ 18
Tom 2 2 18)
where
B(G) /oozd @) = [ 2o Y4z = ad(afo) + opla)o) < a+ -2
= vy = — = o g g i
' 0 0 USO o 4 - V2
Using (17) and (18), from (14) we have:
2 b
EUL(C1) = Ji(e) + Jae) < ato/Vom | ble) + 24 (19)

H1 H1 231

Under the conditions of the Theorem 3.1, the conditions p; > 0 and us = E(x)? < +o0o
are hold. On the other hand, a < co; ¢ < oo and for any € > 0 the condition b(¢) < oo is
true. Therefore, from (19) we have:

EUL(¢) < oo (20)

Hence, E(11) = E(7(2)) < oo and E(7,,—Tp—1) < 00, n = 2,3, ... are proved. This shows
that the Assumption 2 is also satisfied. It means that under the conditions of Theorem
3.1, the conditions of the general ergodic theorem are satisfied. Thereby, the process X (t)
is ergodic. In this case, for any bounded measurable function f(x) the relation (2) holds
with probability 1 (see, Gihman, Skorohod [12], p.243).

This completes the proof of Theorem 3.1.

O

Corollary 3.1. The ergodic distribution function (Q(x)) of the process X (t) can be pre-
sented as follows:

Qx(z) = lim P{X(t) <z} = E(A(z, (1))

aE BIN(Q) 2

Proof. Substituting the indicator function instead of the f(z) in (2), we can obtain the
equation (21).
O
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Now, we define the characteristic function of the ergodic distribution of the process
X(t) as follows: @x(0) = lim;_,oo E{exp(i6X(t))}, 0 € R.
Corollary 3.2. The characteristic function (px(0)) of the ergodic distribution of the
process X (t) can be expressed as follows:

1 > ei@z 2
FRET ) CUEEAGQ). @)

Using the basic identity for the random walks (see, Feller [11], p.514), from (22), we
obtain the following lemma.

px(0) = lim E{exp(i6X (1))} =

Lemma 3.1. Let the conditions of Theorem 3.1 be satisfied. Then, for each 6 € R/{0},
the characteristic function ¢x(6) of the ergodic distribution of the process X (t) can be
expressed by means of the characteristics of the pair (N(2), Sn(z)) and the random variable
m as follows:

_ 1 N
ex(f) = EN(G1) /0 ‘ on(—0) — 1 dn(2); (23)

where

N((1) = /OOO EN(z)dm(z); sy, (—0) = Eexp(—i0Sn(,));  ¢n(—0) = Eexp(—ibhn).

4. WEAK CONVERGENCE THEOREM FOR THE ERGODIC DISTRIBUTION OF THE
PROCESS W, (t)

The main aim of this section is to prove the weak convergence theorem for the ergodic
distribution of the process W, (t) = X(t)/a, as a — oco. Before that, we need to prove the
following lemma.

Lemma 4.1. Under the conditions E(n?) < 4+oo, E(m) > 0 and o/a — 0, as a — oo,
the following asymptotic relation can be written:
E(Sn()) = a+ fz1 + o(1). (24)
Here, /]21 EM2/2M17 /JkEE(Xi’—k)v k= 1727"'
Proof. Tn the study [21], Rogozin proved that if us = E(x{?) < oo, then the following

asymptotic relation is true when z — oc:

E(SN(z)) = 2+ fiz1 + o(1). (25)
On other hand,

Ewmm>=AwEwMQMﬂ@

zZ—a

— B(Sy / Sy so— )

zZ—a

E(H) (T /Esmz o

)dz. (26)
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Here, T = a/o, ®(T) = 1 — ®(T). By the asymptotic expansion for the normal
distribution function (see, Abramowitz and Stegun [1], p.298), the following asymptotic
relation can be written, as T' — oo:

O(T) = /too o(u)du = SO(TT)(I +o0(1)).

Therefore, as a — oo

BB = i P14 01)) = oD 1 0(1)), (27)

To shorten of the notations, we put: o, (u) = (1/0)p(u/0); Mi(z) = E(Sn(z))-
In this case, we can write:

/ESNZ) (Z_adz:/OOOMl(z)apg(z—a)dz

= / Mi(2)ps(z —a)dz + /OO Mi(2)ps(z — a)dz. (28)
0 a

Denote the summands of the equation (28) as I1(a) and I2(a), respectively, i.e.,

/ Mi(2)go(a — 2)dz = Mi(a) % g, (a),

/ Mi(2)ps(z — a)dz.

Firstly, investigate the asymptotic behavior of I1(a), as a — oo. For this purpose, apply
the Laplace transform to I (a):

h(y) = /0 T L(a)eda = N, (N)Go(N). (29)

From the definition, @,(\) can be presented as follows:

o0 20_2
2y (\) = /0 ep (a)da = exp(22)(1 — B(Ao)). (30)

Writing the Taylor expansion of ®(Ao) as A — 0, we have:

o
1—®(A\o)) = = — —=A+0o(N?). 31
(1—®(\9)) N (A%) (31)
On other hand, when A — 0, the following asymptotic relation can be written:
2,2 o2
exp( 5 ) =1+ ?)\2 +0(\?). (32)
Taking account the expansions (31) and (32) into (30), we have, as A — 0:
1 o o?
5o(A) == — ——=A— —\? +0()\?). 33
£ () = 5 = <A = TN+ o) (33)
It is known that, when A — 0 (Rogozin [21])
~ 1
M) = 55 + % +o(1). (34)

Taking account the expansions (33) and (34) into (29), we obtain

L(A) = M(Ngo(N) = 515 + 5y — =7 +o(L). (35)
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According to Tauber - Abel theorem, from (35), we have:

Ii(a) = Mi(a)ps(a) = 5 + [ — —=] + o(1). (36)

Now, investigate the asymptotic behavior of Is(a), as a — oo. It is known that, when
z — 0o (see, Rogozin [21]).

Mi(z) =z + fio1 + 9(2). (37)
where the function g(z) is bounded function and it goes to zero when z — oco. Because of
that Iz(a) can be presented as follows:

B(@ = [ Motz — )iz = [l s+ g2l - a)d:

— [ st [ pale -z [T adn @9)

Moreover,

When z — o0, g(z) — 0 is satisfied. Then, the following asymptotic relation is hold:
[ g(2)¢o(z — a)dz — 0. Therefore,

In(a) :;+\/%+’:§1+o(1). (39)

Taking account the expansions (36) and (39) into (28), we have, as a — oo:

0o 1 _ 00

| B0z = [ i)e0(z — )tz = 1@ + (o)

0 g o 0
a . fi21 o a o fi21 N

- _ _ 1 — [ P 1 = 1 . 4
2—1-0 \/ﬂ+0()+2+m+0+0() a+ fig1 + o(1) (40)

Substituting the expansions (40) and (27) in (26), we finally obtain, as a — oc:
o a _ .
B(Sn(c) = (S (L +0(1) +a+ fizs +0(L) = a+ fizs + o(1). (41)

This completes the proof of Lemma 4.1.
O

Now, let us investigate the asymptotic behavior of the characteristic function of the
ergodic distribution of the process W, (t) = X (t)/a, as a — oo. For this purpose, we put:

pw(0) = lim Efexp(i0W,(t))}-

Theorem 4.1. Under the conditions of the Lemma 4.1, for the characteristic function
(ow(0)) of the ergodic distribution of the process W, (t), the following asymptotic expansion
can be written, as a — 0o:

e —1 1 1
0) = ~C(9 -
ow(0) 2t aC( )+0(a)7

where C(0) = [e — 1o — [(€" — 1 —i6)/(i0)] i1,  fiz1 = p2/2pm,
mo1 = ma/2my, p = E(Xi"k), mr = E(n), k=1,2,..
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Proof. W,(t) = X(t)/a is a linear transform of the process X(¢). Hence, under the con-
ditions of Theorem 3.1, the process W,(t) is ergodic. In this case, the characteristic
function (pw (6)) of the ergodic distribution of the process Wy(t) is expressed in terms
of the characteristic function (¢x(0)) of the ergodic distribution of the process X (t) as
follows: ;

pw(0) = ¢x (). (42)
On the other hand, according to Lemma 3.2, the characteristic function ¢ x (6) is presented
as follows:

L Flemp(—ifSy()} — 1
0) = / e0* , dm(z). 43
XO=FNE) o ¢ Bleap-om)y -1 ) )
Using (42) and (43), the function ¢y () can be rewritten in the following form:
1 > o Efexp(—ilSye)} —
ew(l) = = [ €@ 3
E(N(¢1)) Ef{exp(—izm)} —1

1
dr(z). (44)

According to Wald identity,
My (2) = E(Sn(z)) = E(m)E(N(2)) = miE(N(z)).

Therefore, we have

E(N =
(V) = =
and L e (M
m1 0 mi
On the other hand, E M1 Cl)) = a+ fia1 +0(1) (see, Lemma 4.1).
Therefore,
B(N(G) = - la+ fin + o) = - [1 4+ 22 4 of ) (15)
my a a
Since my < 0o, the following expansmn can be written, as a — oo (see, Feller [11], p.514):
0 0 (i6)* 1
E(emo(—zam)) =1- i—m + 5,2 M2 + 0(?). (46)
Then,
0 0 (i6)> 1
E(exp(—zgm)) —1= —i—m + 5,2 mo + O(ﬁ)
0 i 1
= —iom {1 - 247 ) 47
i—ma{l = —ma1 + o)} (47)

Taking (45) and (47) into consideration, we obtain:

(a) = BON(G) [Beap(—iom)) — 1] = ~i0[1+ ~ion + ()]

- %mgl +o(2)] = ~ib{1 + [fin — i6mim] + o )}, (48)

Now, we denote the numerator of fraction (44) by J(a) and rewrite it as follows:

sa) = [ e Beap(—i7 Sn) - Udn(2)
= [ Bean(=iZ1Syc) = D) - capi)ean(=it(: = a))}an(z)

= Blenp(~12Snic)) — ¢ Blenp(is (G — ), (49)
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where SN(Q) SN(¢) — C1- Besides,
& * 1 z—a
B(G) = [ st = [T o ants
0 0

= [[ar o totods = [+ oo | (a+ ov)plo)ds

—0o0 — 00

e(T)

= a— ao

(14+0(1)) + op(T)

where T'=a/o.
Therefore, the following expansion can be written, as a — oo (see, Feller [12], p.514):

Bleap(i (G~ a))) = 1~ (G~ a) +o(~ B(G: — )

2
) (51)

On the other hand, taking Lemma 4.1 1nt0 consideration, we have, as a — oo (see, Feller
[11], p.514):

1
=1 +0( exp(—

Bleap(~i2Snic)) = 1~ D [B(Sx(cy) ~ B(G)] + ()

= 1= Vot s +01) — (@ + ol )] +0(2)

a
0 1
=1— “fiz +0(-). (52)

Taking expansions (51) and (52) into cons&deraﬂon, we obtain the following expansion for
the J(a):

10 1 . 1 —a?

J(@) = 1= i+ +o(5) = (1 + ol ean(5))
" " 1

Vot O(E)' (53)

From (48) and (53), we get the following asymptotic expansion for the characteristic
function o (), as a — oo:

=1l-—e

pw(o) =20 L= Gt olo)
I(a) — —ib{1 + L[y — i) + o(1)}
— eie_;al{l + (ezf% + o(%)}.{l - é[ﬂm + 101 ] + 0(%)}
_ ez'ew_ L % - ei;; 1(/121 — 0o + 0(2)
- ewi@_ =+ 2{(61'9 — )ma1 — [#]Ml} + 0(1)
_ 6292.9_ 1 N C((IO) n 0(%), (54)

where C(6) = (e — 1)mg; — [(€? — 1 —i0)/(i0)]fi21 .
Thus, we obtained the asymptotic expansion (54) for the characteristic function ey ().
This completes the proof of Theorem 4.1.
O
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Theorem 4.2 (Weak Convergence Theorem). Under the conditions of Theorem /.1, the
ergodic distribution (Qw (x)) of the process W (t) weakly converges to Uniform distribution
over the interval [0, 1], i.e., for each x € [0,1], as a — oo,

Qw(z) = G(z) ==,
where Qw (x) = limy_, oo P{W,(t) < z}.

Proof. In Theorem 4.1, the expansion (54) is obtained for the characteristic function
(¢w(0)) of the ergodic distribution of the process Wy (t). First term of this expansion
is ©o(0) = (e —1)/(i0). This is the explicit expression of the characteristic function of
the uniform distribution over the interval [0, 1]. Second term of the expansion (54) is equal
to C(0)/a where

: _ e —1—if

c(0) = (629 — D)mag1 — [T]le-

For each 0 € R, the following inequalities are well known in literature:

. . 92
e — 1] < 10], | —1—if] < |2|

Using these inequalities, we can evaluate C'(6):

g e —1—4i0
1C(0)] < mar]e® — 1] +M21|T\
- _ 0 _ e fig1
< _— = — = —_— .
_m21|9|+u212’0| mat|0| + fiz1 5 (a1 + > )10

According to conditions of the Theorem 4.2, F(n;) > 0 and E(n?) < co. Because of that
Mo and fig; are finite. Therefore, for each finite 6, C'(6) is finite. Hence, C(0)/a — 0, as
a — 0o. Finally, we have:

10
. -1
lim oy () = po(0) =

a—00 10

According to the Continuity Theorem for characteristic functions (see, Feller [11], p.508),
the ergodic distribution function of the process W, (t) weakly converges to the limit dis-
tribution function G(z) = x, as a — oo, uniformly for z € [0, 1]; i.e., for each = € [0, 1], as
a — 0o,

tli)m P{W,(t) <z} = Qw(x) = Go(z) = =.
This completes the proof of Theorem 4.2. O
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