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RADIAL BASIS FUNCTION GENERATED FINITE DIFFERENCE

METHOD FOR THE SOLUTION OF SINH-GORDON EQUATION

J. RASHIDINIA1, M. N. RASOULIZADEH1, §

Abstract. Accuracy of radial basis functions (RBFs) is increased as the shape param-
eter decreases and produces an ill-conditioned system. To overcome such difficulty, the
global stable computation with Gaussian radial basis function-QR (RBF-QR) method
was introduced for a limited number of nodes. The main aim of this work is to develop
the stable RBF-QR-FD method in order to obtain numerical solutions for the (1 + 2)-
dimensional nonlinear sinh-Gordon (ShG) equation. The efficiency and accuracy of the
presented approach are tested by three examples. A comparison between our results
and the three methods such as, RBFs collocation based on Kansa’s (RBFK) approach,
RBF-Pseudo spectral (RBFPS) and moving least squares (MLS) methods are shown.
Furthermore, the stability analysis is proven.

Keywords: Radial basis function(RBF), RBF-QR method, RBF-QR-FD method, sinh-
Gordon(ShG) equation, Stability analysis.
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1. Introduction

Many phenomena in applied sciences specially physics and engineering sciences are
modelled by non-linear evolution equations, such as the sinh-Gordon equation that appears
in the propagation of flaxen in Josephson junctions between two superconductors [27, 9, 29,
30]. The nonlinear partial differential equations (PDEs) appear in differential geometry,
solid state physics, integrable quantum field theory, fluid dynamics, nonlinear optics and
dislocation in materials [1, 31, 20].
Suppose, Ω ∪ ∂Ω be a bounded and closed set in R2, and Ω and ∂Ω are including the
internal and the boundary points, respectively. In this study, we investigate the numerical
solution of (1+2)-dimensional sinh-Gordon equation on the region Ω∪∂Ω in the following
form,

∂2u(x, y, t)

∂t2
−52u(x, y, t) + sinh(u(x, y, t))

= f(x, y, t), (x, y) ∈ Ω, 0 < t ≤ T, (1a)
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with the initial conditions:

u(x, y, 0) = g1(x, y), (x, y) ∈ Ω ∪ ∂Ω, (1b)

ut(x, y, 0) = g2(x, y), (x, y) ∈ Ω ∪ ∂Ω, (1c)

and the boundary condition

u(x, y, t) = Ψ(x, y, t), (x, y) ∈ ∂Ω, 0 < t ≤ T. (1d)

Where f, g1, g2 and Ψ are known continues functions and 52 = ∂2

∂x2
+ ∂2

∂y2
is the Laplace

operator.
Analytical methods are incapable of obtaining the solution to most PDEs and so the
numerical methods to solve them have been widely developed [17, 18, 12, 10, 19, 14].
In the recent two decades, RBFs meshfree collocation methods have been widely used
for obtaining the numerical solutions of PDEs [25, 6, 5, 24, 13, 21]. Some of important
advantages of using RBFs method are spectral convergence rates, geometrical flexibility,
computing derivatives and the ease of implementation in high dimensions. Although RBFs
methods have a spectral accuracy, they often have a large linear system with dense, ill-
condition and full matrices. To overcome such difficulties, local RBF-FD methods were
used [32, 2, 15, 4, 23, 22]. These methods have a sparse matrices and well conditioned
system. The best accuracy of RBFs is often obtained when the flat RBFs are used,
meaning that the shape parameter of RBFs becomes small. In practice, when the shape
parameter decreases, the arising coefficient matrix becomes very ill-conditioned. To solve
such dificulties the RBF-QR method was introduced for flat Gaussian RBFs [8, 7, 11].
The main purpose of this work is to develop the local RBF-QR-FD method to solve ShG
equation as a time-dependent PDEs and doing a comparison with methods in [3]. When
the number of nodes are more than thousands, the system matrix becomes ill-conditioned
and not stable for time dependent PDEs. Thus, we use RBF-QR-FD method which is
computing the weights by RBF-QR method instead of RBFs.

2. Collocation methods

Let X = {x1, x2, · · · , xN} ⊆ Rd, be a set of N distinct points with given scalar values
fi for i = 1, 2, ..., N .

2.1. RBF collocation method. The RBF interpolation is defined as

s(x, ε) =
N∑
j=1

λjφj(x), (2)

where φj(x) = φ(||x− xj ||, ε), ‖.‖ is the Euclidean norm, ε is the shape parameter and φ

is the radial function. To determine {λj}Nj=1 , the collocation method is used.

s(xi, ε) = fi, i = 1, · · · , N. (3)

The Eq. (3) leads to a linear system of equations as

Aφ λ = f, (4)

where

λ =


λ1
λ2
...
λN

 , f =


f1
f2
...
fN

 , Aφ, ij = φj(xi), i, j = 1, · · · , N.
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The non-singularity of the matrix Aφ for some RBFs were shown by Micchelli in [16].

2.2. RBF-QR collocation method. The best accuracy in Eq. (2) is often obtained by
RBFs when the shape parameter ε is small. But in practice, when the shape parameter de-
creases toward zero, the matrix Aφ in Eq. (4) becomes nearly singular and ill-conditioned.
To overcome such difficulty, the RBF-QR method provided well-conditioned algorithm for

Gaussian RBFs, φ(r) = e−(εr)
2
. For this purpose, in the RBF-QR method, an expansion

of the Gaussian RBFs basis in terms of combination of Chebyshev polynomials, powers of
polynomial and trigonometric functions truncated at M ≥ N has been used as:

φ1(x)
φ2(x)

...
φN (x)

 ≈

c1(x1) c2(x1) . . . cM (x1)
c1(x2) c2(x2) . . . cM (x2)

...
...

...
...

c1(xN ) c2(xN ) . . . cM (xN )


︸ ︷︷ ︸

C


d1 0 . . . 0
0 d2 . . . 0
...

...
...

...
0 0 . . . dM


︸ ︷︷ ︸

D


V1(x)
V2(x)

...
VM (x)

 .

(5)

In the above equation, the elements of the matrix DM×M , dk = O(ε2mk) and (mk ≤
mk+1), and the elements of CN×M and VM×1 are O(1) and M ≥ N (for more details see
[7, 11]). Matrix C is factorized as C = QR = Q(R1, R2), where R1 is the upper triangular
matrix contains N first columns of R and R2 contains the remaining (M − N) columns.
The diagonal matrix D partitioned as diagonal blocks D1 and D2 of size N × N and
(M −N)× (M −N) respectively. Now, new bases ψj(x) instead of φj(x) are obtained as
follows: 

ψ1(x)
ψ2(x)

...
ψN (x)

 = D−11 R−11 QT


φ1(x)
φ2(x)

...
φN (x)

 ≈ [ IN R̃
]


V1(x)
V2(x)

...
VM (x)

 , (6)

where R̃ = D−11 R−11 R2D2 is the correction matrix that dues to scaling the coefficients
included only non-negative powers of ε. By using transpose of Eq. (6) at all nodes
xi, i = 1, · · · , N , interpolation matrix according to new basis ψj(x) can be computed as

Aψ = V

[
IN
R̃T

]
, with the elements aij = ψj(xi) and vij = vj(xi).

Thus, like Eqs.(2) and (4) in RBF method, interpolation formula and system matrix of
the RBF-QR method are as follows:

s(x, ε) =
N∑
j=1

µjψj(x), Aψ µ = f, (7)

where µ =
[
µ1 · · · µN

]T
is the unknown coefficients vector of RBF-QR interpolation

method that is computed from the above system.
From Eq. (6) the action of a linear differential operator can be computed by the RBF-QR

basis. Suppose L be a differential linear operator. Since R̃ is independent of x, then it is
possible to obtain Lψj(x) from Eq. (6) as

Lψ1(x)
Lψ2(x)

...
LψN (x)

 =
[
IN R̃

]

LV1(x)
LV2(x)

...
LVM (x)

 . (8)
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2.3. RBF-FD collocation method. Suppose Ii = {xi1 , xi2 . · · ·xini
} be a stencil of xi

and L be a linear differential operator. We want to find w = (w1, w2, · · · , wni) such that

Lu(xi) =

ni∑
j=1

wju(xij ), (9)

where xi = xi1 is the center node of stencil Ii. By using φij (x) = φ(‖x − xij‖), j =

1, · · · , ni , instead of u(x) in Eq.(9), the weights can be computed from the following
system:

Aφw = l , (10)

where

w =


w1

w2
...
wni

 , l =


Lφi1(x)|x=xi
Lφi2(x)|x=xi

...
Lφini

(x)|x=xi

 , Aφ, rs = φir(xis), r, s = 1, · · · , ni. (11)

The weights w1, w2, · · ·wni can be determined from the above system.

2.4. RBF-QR-FD collocation method. The best accuracy of RBF-FD method in Eq.
(9) is often obtained when ε is small, but the matrix Aφ in Eq. (10), becomes nearly
singular and ill-conditioned. To overcome such difficulty, in the RBF-QR-FD method
RBF-QR bases ψij (x) and Lψij (x) from Eqs. (6) and (8) are used instead of Eq. (11).
Thus

Aψ wψ = lψ , (12)

where

wψ =


w1

w2
...
wni

 , lψ =


Lψi1(x)|x=xi
Lψi2(x)|x=xi

...
Lψini

(x)|x=xi

 , Aψ, rs = ψir(xis), r, s = 1, · · · , ni. (13)

The weights wψ in Eq. (13) that computed by RBF-QR bases, are the RBF-QR-FD
weights.

3. Description of the Method

The implementation details of the RBF-QR-FD method for obtaining numerical solu-
tions of ShG equation are described in this section.
Firstly, m+ 1 distinct points tj = jk, j = 0, 1, · · · ,m with time step k are chosen. Then,
the central FD and θ-weighted (0 < θ ≤ 1

2) methods are applied over three consecutive
time steps tj−1, tj , tj+1 on Eq.(1a) as

uj−1 − 2 uj + uj+1

k2
−
(
θ52 uj+1 + (1− 2θ)52 uj + θ52 uj−1

)
+ sinh(uj) = f(x, y, tj), for x = (x, y) ∈ Ω, (14a)

uj = Ψ(x, y, tj), for x = (x, y) ∈ ∂Ω, (14b)
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where j = 0, 1, · · · , (m− 1) anduj = u(x, tj) = u(x, y, tj).
Eq. (14a) can be rewritten as:(

1− θ k2 52
)
uj+1 =

(
2 + (1− 2θ) k2 52

)
uj −

(
1− θ k2 52

)
uj−1

− k2 sinh(uj) + k2 f(x, y, tj), for x = (x, y) ∈ Ω. (15)

Now, N distinct collocation nodes X = {x1, x2, · · · , xN} are chosen in set Ω∪∂Ω in which
xi = (xi, yi), i = 1, · · · , N1 are the N1 interior points and xi, i = N1 + 1, · · · , N are the
N2 boundary points.
For each point xi, stencil Ii = {xj ∈ X : ‖xj − xi‖ ≤ R} = {xi1 , xi2 , · · · , xini

} in

support radius R is chosen. Let’s assume xi = xi1 (i = i1) without loss of generality.

For each node xi and its stencil Ii, the weights wxx,i = [wxx,i1, · · · , wxx,ini ]
T and wyy,i =

[wyy,i1, · · · , wyy,ini ]
T corresponding to ∂2

∂x2
and ∂2

∂y2
will be determined by using RBF-QR-

FD method Eq. (12). Thus the weights wi = [wi1, · · · , wini ]
T for 52 can be determined

by summing up wxx,i and wyy,i as

52uv(xi) =

ni∑
s=1

wis u
v
is , i = 1, · · · , N1, v = j − 1, j, j + 1, (16)

where uvis = u(xis , tv). The weights wis are only dependent on stencil nodes. Applying
the collocation methods on interior nodes in Eq. (15) and using Eq. (16) concluded that

uj+1
i − θ k2

( ni∑
s=1

wis u
j+1
is

)
= 2uji + (1− 2θ) k2

( ni∑
s=1

wis u
j
is

)
−

(
uj−1i − θ k2

( ni∑
s=1

wis u
j−1
is

))
− k2 sinh(uji ) + k2 f(xi, yi, tj). (17)

Eq.(17) and Eq.(14b) lead to the following N ×N system:

(1− θ k2wi1)uj+1
i − (θ k2wi2)u

j+1
i2
− · · · − (θ k2wini)u

j+1
ini

=(
2 + (1− 2θ) k2wi1

)
uji + ((1− 2θ) k2wi2)u

j
i2

+ · · ·+ ((1− 2θ) k2wini)u
j
ini

−
(

(1− θ k2wi1)uj−1i − (θ k2wi2)u
j−1
i2
− · · · − (θ k2wini)u

j−1
ini

)
− k2 sinh(uji ) + k2 f(xi, yi, tj), i = 1, · · · , N1, (18a)

uj+1
i = Ψ(xi, yi, tj+1), i = N1 + 1, · · · , N. (18b)

By partitioning the vector U j+1 = [uj+1
1 , uj+1

2 , · · · , uj+1
N ]T = [U j+1

1 , U j+1
2 ]T , where U j+1

1 =

[uj+1
1 , uj+1

2 , · · · , uj+1
N1

]T and U j+1
2 = [uj+1

N1+1, · · · , u
j+1
N ]T correspond to the internal and

boundary nodes, the matrix form of Eq.(18) will be written as:

U j+1
2 = Sij+1,

A1 U
j+1
1 = B1 U

j
1 − A1 U

j−1
1 − Sj + F j

+B2 U
j
2 −A2 (U j+1

2 + U j−12 ), j = 1, 2, · · · , (m− 1), (19)

where sparse matrices AN×N and BN1×N with blocks AN×N =

[
A1 A2

0 IN2

]
, BN1×N =[

B1 B2

]
correspond to internal and boundary points, and N1×1 known vectors Sj , Sij+1
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and F j are as follows:

Aii = 1− θ k2wi1, Bii = 2 + (1− 2θ) k2wi1,

Ai is = −θ k2wis, Bi is = (1− 2θ) k2wis,

Sji = k2 sinh(uji ), F ji = k2 f(xi, yi, tj),

i = 1, · · · , N1 , s = 2, · · ·ni, j = 1, 2, · · · , (m− 1), (20)

Aii = 1, Sij+1
i = Ψ(xi, yi, tj+1), i = N1 + 1, · · · , N, j = 1, 2, · · · , (m− 1).

The other elements of vectors and matrices are equal zero.
When in Eq. (18a) j = 0, Eq.(1c) and central FD method at t = 0 are used to remove
u−1is . Thus,

u−1is = u1is − 2 k g2(xis), i = 1, · · · , N, s = 1, · · ·ni. (21)

By substituting Eq. (21) into Eq. (18a) for j = 0, the matrix form of linear systems at
the time level t0 = 0 will be obtained as:

U1
2 = Si1,

(2A1)U
1
1 = B1 U

0
1 +G0 − S0 + F 0 +B2 U

0
2 − (2A2)U

1
2 , (22)

where G0
i = 2k (1 − k2θwi1) g2(xi1) − 2θk3

ni∑
s=2

wis g2(xis), i = 1, · · · , N1 and the other

vectors and matrices are as in Eq. (20) with j = 0.
Therefore, for applying RBF-QR-FD method to solve ShG equation, first we use the Eq.
(22) to start the method and then by using Eq. (19), the result at any time level j can be
obtained.

Remark 3.1. If is ∈ Ii, ‖xis − xi‖ ≤ R then i ∈ Iis. Since wis only depends on distance
between xi and xis, the matrix A1 is symmetric and so its eigenvalues are real.

4. Stability analysis

In this section the stability analysis of the presented method is investigated. The Eq.
(19) can be written as

U j+1
1 = A−11 B1 U

j
1 − I U

j−1
1 +A−11 bj , (23)

where bj = −Sj + F j +B2 U
j
2 −A2

(
U j+1
2 + U j−12

)
. Also Eq. (23) can be written as,[

U j+1
1

U j1

]
=

[
A−11 B1 −IN1

IN1 0

] [
U j1
U j−11

]
+

[
A−11 0

0 0

] [
bj

0

]
. (24)

By setting V j+1 =

[
U j+1
1

U j1

]
, P =

[
A−11 B1 −IN1

IN1 0

]
and b

j
=

[
A−11 0

0 0

] [
bj

0

]
, Eq. (24)

can be written as the two time levels form as:

V j+1 = P V j + b
j
, j = 0, 1, · · · ,m− 1. (25)

Theorem 4.1. Suppose that spectral radius of matrix P is defined by ρ(P ) = max{|λ| :
P x = λx, x 6= 0 }. If θ = 1

2 and ρ(A−11 ) ≤ 1, then presented method Eq. (25) is stable.

Proof. Choosing θ = 1
2 in Eq. (20) concludes that B = 2 I, thus P =

[
2A−11 −I
I 0

]
.

Suppose µ is an arbitrary eigenvalue of A1 (since A1 is symmetric thus µ is real) and so
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1
µ is an arbitrary eigenvalue of A−11 . Therefore, the corresponding eigenvalue of P is the

eigenvalue of the matrix H =

[ 2
µ −1

1 0

]
[28]. So,

det(P − λ I) = det(H − λ I) = λ2 − 2

µ
λ+ 1 = 0,

thus λ1, λ2 = 1
µ±
√

1−µ2
µ are the eigenvalues of P . On the other hand, since lim

k→0
A = I and

determinant is continuous function of k, then lim
k→0

µ = 1, thus for small values of k, µ > 0.

If 0 < µ < 1, then ρ(P ) = max{|λ1|, |λ2|} ≥ 1
µ > 1, and our method is not stable. But

if ρ(A−11 ) ≤ 1, then 1
µ ≤ 1 and µ ≥ 1. Hence, the eigenvalues of P are complex, i. e.,

λ1, λ2 = 1
µ ± i

√
µ2−1
µ and ρ(P ) = max{|λ1|, |λ2|} = 1 and the proof is complete. �

Theorem 4.2. Our presented method for small values of k is stable.

Proof. Since, limk→0A1,ii = limk→0(1−θ k2wi1) = 1, limk→0A1,iij = limk→0(−θ k2wij) =

0, limk→0B1,ii = limk→0(2 + (1 − θ) k2wi1) = 2, and limk→0B1,iij = limk→0((1 −

θ) k2wij) = 0. Then, limk→0A1 = I, limk→0B1 = 2 I and P =

[
2 I −I
I 0

]
. So, as

we shown in the previous theorem, H =

[
2 −1
1 0

]
and then det(P −λ I) = det(H −λ I) =

λ2 − 2λ + 1 = 0. Therefore, the eigenvalues of P are λ1, λ2 = 1 and ρ(P ) = 1, then the
proof is complete. �

5. Numerical illustrations

To confirm the accuracy and efficiency of the proposed method, three examples are
considered in this section. The comparison of L∞ and RMS errors and condition number
between three methods in [3], RBFK, RBFPS and MLS methods; and presented method is
given. The convergence behaviors and computational orders are computed by the following
norm functions:

(1) L∞ = ‖U e − U‖∞ = max1≤i≤N1 |U e(xi)− U(xi)|,

(2) RMS =

(
1
N1

N1∑
i=1

(U e(xi)− U(xi))
2

) 1
2

,

(3) C − order = log (
Ej

Ej+1
) / log (

kj
kj+1

),

where xi, i = 1, · · · , N are the collocation nodes, U e and U are the exact and computa-
tional values of u(x, y, t) respectively and Ej is the L∞ error respect to kj or hj .
The Matlab software and the kdtree package by Guy Shechter [26] for constructing stencils
are used to apply RBF-QR-FD method. Moreover, we use θ = 1

12 , the famous Numerov’s
method and Gaussian RBFs in all examples. It should be mentioned that, the proper
initial and boundary conditions have been obtained from the exact solutions.

Example 5.1. Two soliton solutions of ShG equation:

u(x, y, t) = sin(t)(sech2(5− x− y) + sech2(5 + x+ y)), (x, y) ∈ Ω, t ≥ 0.

The comparison of L∞ error between presented method and three methods in [3] with
k = 1/100 on Ω = [0, 1] × [0, 1] at T = 1 has been shown in the Table 1. In the Table
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Figure 1. Considered domains.

2, the effect of the number of stencil nodes (ns), for example 5.1 has been reported. It
is clear from the Table 2 that by increasing ns, the accuracy increases. The graphs of
approximation solutions and point-wise errors of presented method on domains Ω1 and Ω2

(Fig. 1) at T = 1 and 10 have been shown in Fig. 2. They have confirmed the ability of
accuracy and geometrical flexibility of RBF-QR-FD method.

Table 1. Errors and computational order with k = 1/100, ε = 0.4 and ns = 49
on [0, 1]× [0, 1] at T = 1 for Example 5.1.

h MLS RBFK RBFPS RBF-QR-FD
L∞ C-order L∞ C-order L∞ C-order L∞ C-order

1/5 2.7839E − 03 − 2.5885E − 03 − 2.5885E − 03 − 2.5574e− 06 −
1/10 2.0984E − 04 3.7297 6.6647E − 04 1.9575 6.6647E − 04 1.9575 1.9088e− 06 0.4220
1/15 5.3085E − 05 3.3898 2.3284E − 04 2.5937 2.3284E − 04 2.5937 6.8233e− 07 2.5371
1/20 4.1188E − 05 0.8820 8.7058E − 05 3.4197 8.7056E − 05 3.4197 4.7970e− 07 1.2248
1/25 3.5431E − 05 0.6747 4.3493E − 05 3.1099 4.3093E − 05 3.1513 1.8391e− 07 4.2964

Table 2. Condition number and L∞ and RMS errors of Example 5.1 at
T = 1 on [−5, 5] × [−5, 5] with h = 1/10, k = 1/100, and ε = 0.8 for
different values of ns.

ns Cond(A) L∞ RMS
5 1.0075 7.6751× 10−1 2.5836× 10−1

9 1.0110 1.4354× 10−3 5.1756× 10−4

13 1.0111 1.4119× 10−3 4.8003× 10−4

21 1.0134 6.4790× 10−5 2.1029× 10−5

25 1.0117 6.5054× 10−5 2.2411× 10−5

29 1.0140 6.6405× 10−5 1.6405× 10−5

37 1.0191 2.7414× 10−5 6.3192× 10−6
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Figure 2. Graphs of approximatin solutions (left) and errors (right) using
the RBF-QR-FD method with ε = 0.4, r = 2, and k = 1/100 on Ω1 (up)
and Ω2 (down) for example 5.1 at T = 1, 10.
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Table 3. L∞ error and computational order of Example 5.2 with h = 1/5, ε =
0.4 on [0, 1]× [0, 1] at T = 1.

k MLS RBFK RBFPS RBF-QR-FD
L∞ C-order L∞ C-order L∞ C-order L∞ C-order

1/10 1.7749E − 02 − 1.8527E − 05 − 1.8527E − 02 − 3.7588E − 03 −
1/20 1.2346E − 02 0.5237 1.2221E − 02 0.6003 1.2221E − 02 0.6003 7.7368E − 04 2.2805
1/40 1.0716E − 02 0.2043 1.1512E − 02 0.8622 1.1512E − 02 0.8622 2.2157E − 04 1.8040
1/80 6.7502E − 03 0.6668 7.6602E − 03 0.5877 7.6602E − 03 0.5877 4.5700E − 05 2.2775
1/160 3.6208E − 03 0.8986 4.2924E − 03 0.8356 4.2924E − 03 0.8356 1.5232E − 05 1.5851
1/320 1.7386E − 03 1.0584 2.1401E − 03 1.0041 2.1401E − 03 1.0041 1.1999E − 05 0.3442
1/640 7.5607E − 04 1.0544 2.9170E − 04 1.6748 2.9170E − 04 1.6748 1.1504E − 05 0.0608

Table 4. L∞ error and condition number of Example 5.2 with k = 1/100, ε =
0.4 and ns = 29 on [0, 1]× [0, 1] at T = 1.

h MLS RBFK RBFPS RBF-QR-FD
L∞ Cond (A) L∞ Cond(A) L∞ Cond(A) L∞ Cond(A)

1/5 5.6015E − 03 7.71E + 04 3.4571E − 03 3.45E + 2 3.4571E − 03 1.25 2.3804E − 05 1.0045
1/10 8.4393E − 03 6.02E + 07 6.4590E − 04 1.75E + 3 6.4590E − 04 1.57 3.6668E − 05 1.0614
1/15 9.1597E − 03 1.66E + 10 2.9539E − 04 2.95E + 4 2.9539E − 04 2.10 5.2778E − 05 1.0408
1/20 9.3619E − 03 3.02E + 11 1.5029E − 05 1.50E + 4 1.5029E − 05 3.50 3.4312E − 05 1.0760
1/25 9.3872E − 03 2.08E + 12 8.9040E − 05 8.90E + 5 8.9040E − 05 4.97 4.0460E − 05 1.1155

Table 5. L∞ error and computational order of Example 5.3 with r = 10, ns =
25, ε = 0.2 and h = 1/5 on [0, 1]× [0, 1] at T = 1.

k MLS RBFK RBFPS RBF-QR-FD
L∞ C-order L∞ C-order L∞ C-order L∞ C-order

1/10 1.3740E − 05 − 1.6663E − 05 − 1.6663E − 05 − 1.5272e− 05 −
1/20 6.9876E − 06 0.9751 1.3368E − 05 0.3179 1.3368E − 05 0.3179 1.2727e− 06 3.5849
1/40 3.6663E − 06 0.9305 1.1598E − 05 0.2049 1.1598E − 05 0.2049 2.2409e− 07 2.5057
1/80 2.6158E − 06 0.4871 1.0568E − 05 0.1342 1.0568E − 05 0.1342 5.6507e− 08 1.9876
1/160 2.0845E − 06 0.3276 1.0201E − 05 0.0509 1.0201E − 05 0.0509 5.6491e− 08 0.0004
1/320 1.8165E − 06 0.1985 1.0626E − 05 −0.05889 1.0626E − 05 −0.05889 5.6020e− 08 0.0121

Table 6. L∞ error and condition number of Example 5.3 with r = 1, ns =
13, ε = 0.2 and k = 1

320 on [0, 1]× [0, 1] at T = 1.

h MLS RBFK RBFPS RBF-QR-FD
L∞ Cond (A) L∞ Cond(A) L∞ Cond(A) L∞ Cond(A)

1/5 1.8165E − 06 7.96E + 04 1.0625E − 05 5.23E + 3 1.0626E − 05 1.00 8.6020e− 08 1.00
1/10 3.7664E − 07 7.09E + 07 6.6476E − 05 1.54E + 6 4.6476E − 06 1.02 3.1998e− 08 1.00
1/15 3.8692E − 07 2.55E + 9 1.6958E − 06 2.73E + 8 1.6958E − 06 1.04 3.2020e− 08 1.00
1/20 4.0596E − 07 2.88E + 10 6.2424E − 07 3.88E + 10 6.2434E − 07 1.07 4.9050e− 08 1.00
1/25 4.1466E − 07 1.78E + 11 4.0442E − 07 4.86E + 12 4.0359E − 07 1.12 4.5245e− 08 1.01

Example 5.2. Elliptical ring soliton solution of ShG equation:

u(x, y, t) = 4 tan−1(exp(t+
1

6

√
36 + 30x2 + 12xy + 30y2 ) ), (x, y) ∈ Ω, t ≥ 0.

In the Table 3, the comparison of L∞ errors and computational order between the presented
method and methods in [3] for some values of k and h = 1/5 on [0, 1] has been presented for



J. RASHDINIAN, M. N. RASOULIZADEH: RBF-QR-FD METHOD FOR SHG EQUATION 903

example 5.2. The condition numbers and errors has been reported in the Table 4. Tables 3
and 4 shown that the presented method is more well-conditioned than the methods in [3].

Example 5.3. Collision of four circular solitons of ShG equation:

u(x,y, t) = tan−1(exp(t+ 2.29
√
r + (x+ 3)2 + (y + 3)2 ) ) + tan−1(exp(t+

2.29
√
r + (x+ 3)2 + (y − 3)2 ) ) + tan−1(exp(t+ 2.29

√
r + (x− 3)2 + (y + 3)2 ) )

+ tan−1(exp(t+ 2.29
√
r + (x− 3)2 + (y − 3)2 ) ), (x, y) ∈ Ω, t ≥ 0.

The comparison of L∞ errors, computational order and condition number of system matrix
between presented method and methods in [3], have been shown in the Tables 5 and 6. These
Tables shown that it is more well conditioned than the methods in [3].

6. Conclusion

In this work, the stable computation for numerical solution of the ShG equations using
collocation method based on RBF-QR-FD has been presented. The stability analysis of
this method has been proved. The efficiency of this technique was tested by three examples.
The numerical results given in the previous section demonstrate a good accuracy of this
method and a significant improvement in camparision with the methods in [3]. In the
linear system of the RBF-QR-FD method, the sparse and ns diagonal matrices with well
conditions has been observed. So, the number of nodes can be increased to some extent.
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