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#### Abstract

The purpose of this study is to give the necessary and sufficient conditions of the existence of solution for an operator equation of Sylvester type with subnormality of bounded operators in finite dimension complex separable Hilbert space. Our results improve and generalize some results with operators in restricted cases.
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## 1. Introduction

The operator equations have some applications in various fields of mathematics, physics, quantum mechanic.... The equation

$$
\begin{equation*}
A X B-C X D=E \tag{1.1}
\end{equation*}
$$

is one of the important kind of operators equations, since its applications in the study of perturbations of the generalized eigenvalue problem as in [7], in the stability problems for descriptor systems [2], and in the numerical solution of implicit ordinary differential equations [10].

Equation (1.1) can be written in general form as

$$
\sum_{i=1}^{n} A_{i} X B_{i}=E,
$$

where $X$ is unknown and $A_{i}, B_{i}$ and $E$ are operators.
Many authors have gave some technics to prove existence of solution for equation (1.1), Rosa $[14,15]$ introduced a method for solving this equation based on the reduction of the

[^0]pencils $\lambda C-A$ and $\lambda B-D$ to the Kronecker canonical form. Later, Chu [8] proposed another approach for solvability of (1.1) based on the reduction of the pencils $((A, C),(D, B))$ to the Hessenberg form or the Schur form. In [7] it has been given necessary and sufficient conditions of the existence and uniqueness of the solution, such that the pencils $\lambda C-A$ and $\lambda B-D$ are regular and the intersection of the spectra of these pencils is empty.

In this study, motivated by previous results we propose to give necessary and sufficient conditions for the existence of solution for equation (1.1) and the equation

$$
\begin{equation*}
A X B-X D=E \tag{1.2}
\end{equation*}
$$

We will use in this approach some operators technics, subnormality of operators and generalized Fuglede-Punam property for the subnormality case.

## 2. Preliminaries

Let $B(H)$ be the algebra of all bounded linear operators on an infinite dimensional complex Hilbert space $H$.
Definition 2.1 (9). Let $S$ be an operator in $B(H), S$ is said to be normal if and only if it commutes with its adjoint. i.e., $S S^{*}=S^{*} S$.
Definition 2.2 (9). Let $S$ be an operator in $B(H), S$ is said to be subnormal if there exists a space $K$, on which $S$ admits an extension $N_{S}$ such that
(1) $H \subset K$.
(2) $N_{S}$ is normal on $K$.
(3) $N_{S} / H=S$.

In general we can taking $K=H \oplus H^{\perp}$, so $N_{S}$ is given as $N_{S}=\left(\begin{array}{cc}S & Q \\ 0 & T\end{array}\right)$, where $Q: H^{\perp} \rightarrow H$ and $T$ is defined on $H^{\perp}$.
Lemma 2.1 (17). Let $S$ be a subnormal operator on Hilbert space $H$, then $\alpha S+\beta S^{*}$ is subnormal, for all complex numbers $\alpha, \beta$.
Lemma 2.2 (12). Let $S$ be a subnormal operator on Hilbert space $H$. The normal extension $N_{S}$ can be written in the form

$$
N_{S}=\left(\begin{array}{cc}
S & \left(S^{*} S-S S^{*}\right)^{\frac{1}{2}} \\
0 & Q^{*} S\left(Q^{*}\right)^{-1}
\end{array}\right),
$$

where $Q=\left(S^{*} S-S S^{*}\right)^{\frac{1}{2}}$.
Definition 2.3 (13). Let $S$ and $T$ be two normal operators in $B(H)$. The pair $(S, T)$ is said to satisfy Fuglede-Putnam property if for any operator $Q \in B(H)$ such that $S Q=Q T$, then $S^{\star} Q=Q T^{\star}$.
Theorem 2.1 (11). Let $A$ and $B^{*}$ be subnormal and $X$ an operator such that $A X=X B$, then $A^{*} X=X B^{*}$.

From lemma 2.1, we can deduce the following result.
If $A$ and $B$ are two subnormal operators in $B(H)$ and $A X=X B$ for some operator $X$ in $B(H)$, then $A^{*} X=X B^{*}$.
Lemma 2.3. [11] Let $A, B^{*}$ and $C$ be subnormal operators such that $N_{A}$ commutes with $N_{C}$ and $N_{D^{*}}$ commutes with $N_{B^{*}}$, where $N_{A}, N_{C}, N_{D^{*}}$ and $N_{B^{*}}$ denote the normal extensions of $A, C, D^{*}$ and $B^{*}$ respectively. If for an operator $X$ we have $A X D=C X B$, then $A^{*} X D^{*}=C^{*} X B^{*}$.

Proposition 2.1. Let $A$ and $B$ subnormal operators in $B(H)$ and $N_{A}, N_{B}$ their normal minimal extensions (In the sens: if the smallest closed sub- space of $H$ containing $H$ and reducing $N_{A}$ and $N_{B}$ is $H$ itself). If $N_{A}$ commutes with $N_{B}$, then $A$ commutes with $B$.

Proof. The extension $N_{A}$ and $N_{B}$ can be written in the form

$$
N_{A}=\left(\begin{array}{cc}
A & A_{1} \\
0 & A_{2}
\end{array}\right), \quad N_{B}=\left(\begin{array}{cc}
B & B_{1} \\
0 & B_{2}
\end{array}\right)
$$

$N_{A} N_{B}=N_{B} N_{A}$, implies that

$$
\left(\begin{array}{cc}
A B & A B_{1}+A_{1} B_{2} \\
0 & A_{2} B_{2}
\end{array}\right)=\left(\begin{array}{cc}
B A & B A_{1}+B_{1} A_{2} \\
0 & B_{2} A_{2}
\end{array}\right)
$$

This yields $A B=B A$.
Lemma 2.4. [16] Let $Q, R, S$ and $T$ be some operators in $B(H)$, if $\left(\begin{array}{cc}Q & R \\ S & T\end{array}\right)$ is invertible, then $S S^{*}+T T^{*}$ is invertible.

Definition 2.4. Two triplets $\left(T_{1}, T_{2}, T_{3}\right)$ and $\left(S_{1}, S_{2}, S_{3}\right)$ of operators in $B(H)$ are said to be equivalent if and only if there exist invertible operators $U, V$ and $W$ such that

$$
\left\{\begin{array}{c}
U T_{1}=S_{1} V \\
U T_{2}=S_{2} W \\
W T_{3}=S_{3} V
\end{array}\right.
$$

## 3. Main Results

Theorem 3.1. Let $A, B, D$ and $E$ subnormal operators in $B(H)$ such that $N_{B}$ commutes with $N_{D}$, where $N_{B}$ and $N_{D}$ the minimal normal extensions of $B$ and $D$ respectively. Then the equation

$$
\begin{equation*}
A X B-X D=E \tag{3.1}
\end{equation*}
$$

has a solution in $B(H)$ if and only if $\left(\left(\begin{array}{cc}A & E \\ 0 & D\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$ is equivalent to $\left(\left(\begin{array}{cc}A & 0 \\ 0 & D\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$. Proof. Let $U=\left(\begin{array}{cc}I & C X \\ 0 & I\end{array}\right), \quad V=\left(\begin{array}{cc}I & X B \\ 0 & I\end{array}\right)$.
Since $U$ and $V$ are invertible, then

$$
\begin{gathered}
\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A & E \\
0 & D
\end{array}\right)=\left(\begin{array}{cc}
A & E+X D \\
0 & D
\end{array}\right) \\
\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
I & X B \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
A & A X B \\
0 & D
\end{array}\right) \\
\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right)\left(\begin{array}{cc}
I & X B \\
0 & I
\end{array}\right)
\end{gathered}
$$

which implies that

$$
A X B-X D=E
$$

Reciprocally, suppose that $\left(\left(\begin{array}{cc}A & E \\ 0 & D\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$ and $\left(\left(\begin{array}{cc}A & 0 \\ 0 & D\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$ are equivalent.

Let $U=\left(\begin{array}{cc}Q & R \\ S & T\end{array}\right)$ and $V=\left(\begin{array}{cc}Q^{\prime} & R^{\prime} \\ S^{\prime} & T^{\prime}\end{array}\right)$, so we get

$$
\left(\begin{array}{cc}
Q & R \\
S & T
\end{array}\right)\left(\begin{array}{cc}
A & E \\
0 & D
\end{array}\right)=\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
Q^{\prime} & R^{\prime} \\
S^{\prime} & T^{\prime}
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
Q & R \\
S & T
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
Q^{\prime} & R^{\prime} \\
S^{\prime} & T^{\prime}
\end{array}\right) .
$$

Thus we obtain

$$
\begin{gathered}
A Q^{\prime}=Q A, \quad Q E+R D=A R^{\prime} \text { and } S A=D S^{\prime} \\
S E+T D=D T^{\prime}, \quad Q=Q^{\prime} \text { and } R B=R^{\prime} \\
S=B S^{\prime} \text { and }{ }^{6} \quad T B=B T^{\prime} .
\end{gathered}
$$

Since $Q=Q^{\prime}$ and $Q A=A Q^{\prime}$, so from lemma 2.1 and theorem 2.1 ( generalized FugledePutnam property), we get

$$
Q A^{*}=A^{*} Q .
$$

Passing to the adjoint we get

$$
A Q^{*}=Q^{*} A
$$

Then

$$
Q^{*} Q E=Q^{*} A R^{\prime}-Q^{*} R D=Q^{*} A R B-Q^{*} R D .
$$

Which gives

$$
\begin{equation*}
Q^{*} Q E=A\left(Q^{*} R\right) B-\left(Q^{*} R\right) D \tag{3.2}
\end{equation*}
$$

We have also

$$
\begin{equation*}
S^{*} S E=S^{*} D T^{\prime}-S^{*} T D \tag{3.3}
\end{equation*}
$$

But

$$
B S A=B D S^{\prime}=D B S^{\prime}=D S .
$$

Since $N_{B} N_{D}=N_{D} N_{B}$, then from proposition 2.1 we get $B D=D B$ and so using lemma 2.3 we obtain

$$
B^{*} S A^{*}=D^{*} S .
$$

Passing to the adjoint we get

$$
A S^{*} B=S^{*} D
$$

Substring in (3.3), it becomes

$$
S^{*} S E=A S^{*} B T^{\prime}-S^{*} T D=A\left(S^{*} T\right) B-\left(S^{*} T\right) D
$$

. Next (3.2) and (3.3) give

$$
\left(Q^{*} Q+S^{*} S\right) E=A\left(Q^{*} R+S^{*} T\right) B-\left(Q^{*} R+S^{*} T\right) D
$$

Since $\left(Q^{*} Q+S^{*} S\right)$ is invertible and commutes with $A$, then

$$
E=A\left(Q^{*} Q+S^{*}\right) S^{-1}\left(Q^{*} R+S^{*} T\right) B-\left(Q^{*} Q+S^{*}\right) S^{-1}\left(Q^{*} R+S^{*} T\right) D
$$

Then

$$
\left.X=Q^{*} Q+S^{*} S\right)^{-1}\left(Q^{*}\right) R+S^{*} T
$$

Theorem 3.2. Let $A, B, C, D$ and $E$ subnormal operators in $B(H)$. Assume that
(1) $N_{A}$ commutes with $N_{C}$
(2) $N_{B}$ commutes with $N_{D}$,
where $N_{A}, N_{B}, N_{C}$ and $N_{C}$ are normal minimal extensions of $A, B, C$ and $D$ respectively. Then the equation

$$
\begin{equation*}
A X B-C X D=C E \tag{3.4}
\end{equation*}
$$

has a solution in $B(H)$ if and only if $\left(\left(\begin{array}{cc}A & E \\ 0 & D\end{array}\right),\left(\begin{array}{cc}C & 0 \\ 0 & I\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$ is equivalent to $\left(\left(\begin{array}{cc}A & 0 \\ 0 & D\end{array}\right),\left(\begin{array}{cc}C & 0 \\ 0 & I\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$.
Proof. Putting

$$
U=\left(\begin{array}{cc}
C & C X \\
0 & I
\end{array}\right), \quad V=\left(\begin{array}{cc}
C & X B \\
0 & I
\end{array}\right), \quad W=\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)
$$

Since $U, V$ and $W$ are invertible, then

$$
\begin{aligned}
& \left(\begin{array}{cc}
C & C X \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A & E \\
0 & D
\end{array}\right)=\left(\begin{array}{cc}
A & C E+C X D \\
0 & D
\end{array}\right) \\
& \left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
C & X B \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
A & A X B \\
0 & D
\end{array}\right) \\
& \left(\begin{array}{cc}
I & C X \\
0 & I
\end{array}\right)\left(\begin{array}{ll}
C & 0 \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
C & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right) \\
& \left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right)\left(\begin{array}{cc}
I & X B \\
0 & I
\end{array}\right)
\end{aligned}
$$

which implies that

$$
A X B-C X D=C E
$$

Reciprocally, suppose that $\left(\left(\begin{array}{cc}A & E \\ 0 & D\end{array}\right),\left(\begin{array}{cc}C & 0 \\ 0 & I\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$ and $\left(\left(\begin{array}{cc}A & 0 \\ 0 & D\end{array}\right),\left(\begin{array}{cc}C & 0 \\ 0 & I\end{array}\right),\left(\begin{array}{cc}I & 0 \\ 0 & B\end{array}\right)\right)$ are equivalent.
Let $U=\left(\begin{array}{cc}Q & R \\ S & T\end{array}\right), V=\left(\begin{array}{cc}Q^{\prime} & R^{\prime} \\ S^{\prime} & T^{\prime}\end{array}\right)$ and $W=\left(\begin{array}{cc}Q^{\prime \prime} & R^{\prime \prime} \\ S^{\prime \prime} & T^{\prime \prime}\end{array}\right)$, then we have

$$
\begin{aligned}
\left(\begin{array}{ll}
Q & R \\
S & T
\end{array}\right)\left(\begin{array}{cc}
A & E \\
0 & D
\end{array}\right) & =\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
Q^{\prime} & R^{\prime} \\
S^{\prime} & T^{\prime}
\end{array}\right) \\
\left(\begin{array}{cc}
Q & R \\
S & T
\end{array}\right)\left(\begin{array}{ll}
C & 0 \\
0 & I
\end{array}\right) & =\left(\begin{array}{cc}
C & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{ll}
Q^{\prime \prime} & R^{\prime \prime} \\
S^{\prime \prime} & T^{\prime \prime}
\end{array}\right) \\
\left(\begin{array}{cc}
Q^{\prime \prime} & R^{\prime \prime} \\
S^{\prime \prime} & T^{\prime \prime}
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right) & =\left(\begin{array}{cc}
I & 0 \\
0 & B
\end{array}\right)\left(\begin{array}{ll}
Q^{\prime} & R^{\prime} \\
S^{\prime} & T^{\prime}
\end{array}\right) .
\end{aligned}
$$

Which implies that

$$
\begin{gathered}
\left(\begin{array}{cc}
Q A & Q E+R D \\
S A & S E+T D
\end{array}\right)=\left(\begin{array}{cc}
A Q^{\prime} & A R^{\prime} \\
D S^{\prime} & D T^{\prime}
\end{array}\right) \\
\left(\begin{array}{cc}
Q C & R \\
S C & T
\end{array}\right)=\left(\begin{array}{cc}
C Q^{\prime \prime} & C R^{\prime \prime} \\
S^{\prime \prime} & T^{\prime \prime}
\end{array}\right) \\
\left(\begin{array}{cc}
Q^{\prime \prime} & R^{\prime \prime} B \\
S^{\prime \prime} & T^{\prime \prime} B
\end{array}\right)=\left(\begin{array}{cc}
Q^{\prime} & R^{\prime} \\
B S^{\prime} & B T^{\prime}
\end{array}\right) .
\end{gathered}
$$

Hence we get

$$
\begin{aligned}
& A Q^{\prime}=Q A, \quad Q E+R D=A R^{\prime} \\
& S A=D S^{\prime}, \quad S E+T D=D T^{\prime}
\end{aligned}
$$

$$
\begin{array}{cc}
Q C=C Q^{\prime \prime}, & R=C R^{\prime \prime} \\
S C=S^{\prime \prime}, & T=T^{\prime \prime} \\
Q^{\prime \prime}=Q^{\prime}, & R^{\prime \prime} B=R^{\prime} \\
S^{\prime \prime}=B S^{\prime}, & T^{\prime \prime} B=B T^{\prime} .
\end{array}
$$

We have also

$$
Q E+R D=A R^{\prime} .
$$

Then

$$
Q E=A R^{\prime}-R D .
$$

Multiplying by $Q^{*}$, we get

$$
\begin{equation*}
Q^{*} Q E=Q^{*} A R^{\prime}-Q^{*} R D \tag{3.5}
\end{equation*}
$$

On the other hand we have

$$
Q A=A Q^{\prime} .
$$

Multiplying by $C$, it becomes

$$
C Q A=C A Q^{\prime}
$$

Since $N_{A}$ commutes with $N_{C}$, so from proposition 2.1, we get $A C=C A$. Hence

$$
C Q A=A C Q^{\prime}=A Q C .
$$

From lemma 2.1 and theorem 2.1 ( generalized Fuglede-Putnam property), we get

$$
C^{*} Q A^{*}=A^{*} Q C^{*}
$$

Taking the adjoint we get

$$
A Q^{*} C=C Q^{*} A
$$

Returns to (3.5), we get

$$
\begin{gathered}
Q^{*} Q E=Q^{*} A R^{\prime}-Q^{*} R D . \\
C Q^{*} Q E=C Q^{*} A R^{\prime}-C Q^{*} R D=A Q^{*} C R^{\prime}-C Q^{*} R D .
\end{gathered}
$$

Since $C R^{\prime}=R B$, then

$$
\begin{equation*}
C Q^{*} Q E=A\left(Q^{*} R\right) B-C\left(Q^{*} R\right) D . \tag{3.6}
\end{equation*}
$$

Since $S A=D S^{\prime}$ and $B D=D B$ (from proposition 2.1 and hypothesis (2)), we get

$$
B S A=B D S^{\prime}=D B S^{\prime}=D S^{\prime \prime}=D S C
$$

From lemma 2.1 and theorem 2.1 ( generalized Fuglede-Putnam property), we obtain

$$
B^{*} S A^{*}=D^{*} S C^{*}
$$

Taking the adjoint, we get

$$
A S^{*} B=C S^{*} D .
$$

We have

$$
S E=D T^{\prime}-T D .
$$

Multiplying by $C S^{*}$, it becomes

$$
C S^{*} S E=C S^{*} D T^{\prime}-C S^{*} T D=A S^{*} B T^{\prime}-C S^{*} T D
$$

On the other hand we have

$$
T^{\prime \prime} B=B T^{\prime}=T B .
$$

Hence

$$
\begin{equation*}
C S^{*} S E=A\left(S^{*} T\right) B-C\left(S^{*} T\right) D . \tag{3.7}
\end{equation*}
$$

Adding (3.6) and (3.7), we obtain

$$
C\left(Q^{*} Q+S^{*} S\right) E=A\left(Q^{*} R+S^{*} T\right) B-C\left(Q^{*} R+S^{*} T\right) D
$$

Since $\left(Q^{*} Q+S^{*} S\right)$ is invertible and commutes with $A$ and $C$, then

$$
C E=A\left(Q^{*} Q+S^{*} S\right)^{-1}\left(Q^{*} R+S^{*} T\right) B-C\left(Q^{*} Q+S^{*} S\right)^{-1}\left(Q^{*} R+S^{*} T\right) D
$$

which implies that

$$
\left.X=Q^{*} Q+S^{*} S\right)^{-1}\left(Q^{*}\right) R+S^{*} T
$$

## 4. Conclusion

The subject of this paper deals with the resolution of operator equations in the $B(H)$ algebra of linear operators bounded on a Hilbert space $H$. We studied those associated with generalized derivations. Also we explore much more general equations such as $A X B-$ $C X D=E$ where $A, B, C, D$ and $E$ belong to $B(H)$. More precisely, it is a question of giving a description of the solutions of these equations for $E$ belonging to a specific family (self-adjoint, normal, rank one, rank finite, compact, Fuglède Putnam couple) and for operators $A, B, C$ and $D$ belonging to good classes of operators (those involved in applications, especially in physics) such as subnormal operators.
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