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GROUP METHODS FOR SECOND ORDER DELAY DIFFERENTIAL
EQUATIONS

JERVIN ZEN LOBO', Y. S. VALAULIKAR?, §

ABSTRACT. In this research paper, we obtain the equivalent symmetries of non-homogeneous
second order delay differential equations with variable coefficients. Group methods have
been used to do this. The approach followed by us to obtain a Lie type invariance con-
dition for the second order delay differential equation is by using Taylor’s theorem for a
function of more than one variable. This Lie type invariance condition established by us

in this paper, will be used to obtain the determining equations of the second order delay
differential equation. We study certain cases under which the delay differential equation
admits infinitesimal generators. Further, by performing symmetry analysis of this delay
differential equation, the complete group classification for it has been made.
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1. INTRODUCTION

Differential equations are extremely important in science and engineering. We mostly en-
counter differential equations while modelling most of our physical phenomenon. General-
izations of differential equations, called functional differential equations, are those wherein
the unknown function appears with various different arguments. The simplest of these are
called delay differential equations. Functional differential equations find a wide range of
applications in traffic flow problems, signal processing, control systems, heat transfer prob-
lems, population models, evolution of species, prey-predator models, study of epidemics,
rolling of ships, various branches of engineering, etc (see [1]). For more details one can
refer to [2,3,4].

Symmetries are the backbone in making and studying laws governing nature. In [5] it
is pointed that the regularities of the laws which are accounted by symmetries are in-
dependent of some inessential circumstances. As a simple example, the re-doing of any
experiments at different instances of time and places depends on invariance laws of nature
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under space translation, rotation and time translation. In 1918, the existence of conser-
vation laws, which is an important implication of symmetry in Mathematics and Physics
was observed by Néether [6] in proving a relation between continuous symmetries and
conservation laws. Even scientists like Issac Newton and Joannes Kepler used the laws of
mechanics to study the orbits of planets as a symmetry principle.

By defining an operator equivalent to the canonical Lie-Backlund operator, in [7,8], authors
discuss symmetry analysis of first order delay differential equations. In [9] the author uses
the canonical Lie-Bdacklund operator to obtains equivalent symmetries of a second order
delay differential equation. The determining equations obtained by [9] contain terms with
double delay as well. The approach used in our paper does not result in any terms with
double delay. In [10] the modern state of classical group methods are studied. The study
involves the application of classical group analysis using the principle of factorization.
Symmetry analysis and group methods are used to classify ordinary differential equations
which are linear and of the second order in [11]. In [12] first order delay differential equa-
tions with constant coefficients are studied. The study involves defining a Lie-Backlund
operator to obtain the infinitesimal generators. Recent research in [13], points to obtaining
symmetries for neutral differential equations of first order. The determining equations are
set up using Taylor’s theorem for a function of more than one variable.

To introduce second order delay differential equations, we let f : J x D* — R. Here, D
is a set which is open in R, J is an interval in R. J will either be [to, §) or (o, 3), where
a <ty<pandr > 0is a constant. An expression for such a delay differential equation
of second order can be conveniently written as,

2 (t) = f(t,x(t), 2" (t), 2" (t = r), a(t — 1)), (1)

where x is a real valued function defined on some open interval J in R. The notation
2

d
2/(t —r) and 2’ (t — r) mean d%f(t —r) and Wf(t — r) respectively. We consider equation
(1) for tg <t < B along with the initial function

x(t) = o(t),for to—r <t <ty. (2)

where ¢ is a given initial function and ¢y is some point in J for which (1) holds. We
specify the delay point ¢ — 7, in order to completely determine the problem. We would
find a one-parameter group such that the delay differential equation (1) is invariant under
this group. As we require the group to carry one solution curve of the equation to another
of the same equation, we call this as our admitted Lie group.

As compared to the existing literature, we follow a completely different procedure of ex-
tending the results of obtaining symmetries of ordinary differential equations found in
[14,15]. Our approach establishes a Lie type invariance condition for delay differential
equations of second order which is used to obtain symmetries of the linear delay differ-
ential equation of second order. Our study uses Taylor’s theorem for a function of more
than one variable to obtain a Lie type invariance condition for delay differential equations
of second order. Using this obtained condition, its prolongation and extension, the de-
termining equations are constructed. The splitting of the determining equations is done
in a manner similar to that done for ordinary differential equations. We then solve this
resultant over-determined system of partial differential equations to obtain the generators
of the corresponding Lie group and hence the desired equivalent symmetries of the differ-
ential equation with delay. We shall finally see different cases of the equation under study
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and obtain the equivalent symmetries for each of these cases. Such group methods for
delay differential equations are of immense help to engineers, applied mathematicians and
physicists in studying the properties of delay differential equations which are not always
solvable.

We need the following definitions.

Definition 1.1. (Solution of delay differential equation (1) satisfying (2))
A function x : [ty —r, $1) — D, for some 5y € (to, ], such that,

(1) x is differentiable.
(2) x(t) = o(t) for to—r <t <ty
(3) z(t) reduces equation (1) to an identity on to <t < f31.
We understand 2’ (to) and x"(to) will mean the right handed derivative of x at to.

We formally define a one-parameter group of transformations as below:

Definition 1.2 (16). Consider transformations given by, t; = g;(t;,0),4,j5 = 1,2,--+ ,n.
Let the transformations continuously depend on the parameter §. For each i, let g; be a
smooth function of the variables t;. Further let g; have a Taylor series representation in
& which is convergent. These set of transformations are said to form a Lie Group or a
one-parameter group of transformations, if:

(1) (Existence of Identity) There is a value of the parameter o, say § = 0 which
corresponds to the identity transformation,
t; :gi(tj,()),i,j = 1,2,--- ,n.

(2) (Existence of Inverse) There is a value of the parameter §, say —& which corre-
sponds to the inverse transformation,
t; = gi(t_j,—5),i,j = 1,2,-~- , n.

(3) (Closure Property) Two transformations carried out in succession result into an-
other transformation of the set.
t; = gi(tjvé)aiaj =12 ,n, and fl = gi(gj,ﬁ),i,j = 1,2,---,n, then tAZ =
gi(tj75+€)>i)j =1,2---n.

Remark 1.1. The associativity law for groups follows from the closure property.

Example 1.1. The simplest example of a Lie group is the translational group given by
t=t-+0.

The order of carrying out the transformations does not matter. If the order of carrying
out the transformations is immaterial, then the group is termed as abelian.

For the one-parameter group of transformations, ¢t = f1(¢,2;9), T = fa(t,z;d), where
f1 and fo are two functions having continuous partial derivatives in ¢t and x and also
having a Taylor series in § which is convergent. The first order infinitesimals (or coeffi-

cients of infinitesimal transformation) w and 7" are defined by w(t,z) = 8‘}(1(;’;’0) and
an (t7 Z; 0)
Y(t,r) = ——"=.
( 7$) 8(5
d
For ordinary differential equations of first order given by, d—f = G(t,z), on expressing

dx _
the differential equation as i G(t,7), and then using invariance under the Lie group,
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we get
Yy + (T — wi)G — w,G? = wGy + TG, (3)

Equation (3) is called Lie’s Invariance condition for ordinary differential equations of first
order.

2_

darr

=9

T

In case of ordinary differential equations of second order = K(t,Z,—), using

|

invariance, we get the Lie Invariance condition as

Yot + (2010 — wi)r' + (Vow — 2wiz)2"? — weptt™ + (L — 2w)) K — w2’ K
=wkK;+TK, + T[t]Kx’a (4)

where Ty =13 + (Vi — W)z — wepx'.

2. LIE TYPE INVARIANCE CONDITION FOR DELAY DIFFERENTIAL EQUATIONS OF
SECOND ORDER

In this section, we shall derive a Lie type invariance condition for delay differential
equations of second order . We specify the term with delay, where the delayed function
is given. This is done so that we can completely determine our second order differential
equation with delay and thus fully determine our problem.

The following Lie type invariance condition in this paper which is established by us and
uses Taylor’s theorem is a novel approach as far as obtaining symmetries of the second
order delay differential equation is concerned.

Theorem 2.1. Let a function F be defined on I x D x I —r x D3, where D is a set which
is open in R, I is an open interval in R and I —r = {l —r :1 € I}. Then the Lie type
mwvariance condition for

2
Oy = Flt,a(t), = r,a(t — 1), /(). /(¢ — ). )
s given by

wF + TFy + W' Fep + T Fypy + Y Fory) + Ty o) =

2

Tt + (2Vie — wig)r' + (Vpz — 2wie )2’ — Wy + (Ve — 2wy)2” — 3wea'a”

where
T[t] =Dy(T) — x/Dt(W) =1+ 1 — wt)x/ — wxx’z,

0 0 0
Yy = Di(Yyy) — 2" Dy(w), where Dy = ot + ﬂfla + $”% +-e

Proof. Consider the infinitesimal form of the Lie group under which the second order dif-
ferential equation with delay is invariant

t=t+4ow(t,z)+ 0% and z=z+6Y(t )+ O0(5?).

We then naturally define,
t—r=t—7r+dwt—razlt—r))+O0(?) and
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w(t—r) =zt —7r)+ 0Tt —r 2t —7))+O0(6?)
Then,

dzx

dr _ dr

e dt

dt

[dzc

dt

dx

E + [Tt + (T - wt)l‘/ — wxfn&]& + 0(52),

+ (1 4 22")0 + O(8%)] [1 — (wy + waa) + O(6%)]

0 , 0
Using the notation, D; = g + 2 97’ it is possible to express,
T

dr  dx p 9
T d + (Di(T) — 2" Dy(w))d + O(67)
_dzx 9
=7 +Tyd + O(57),

where 1j = Dy(T) — 2'Dy(w) = 13 + (Ve — wi) 2’ — wez’.
Considering the second-order extended infinitesimals, we get

>z d di
@z = a'ar’
_ CZ[CZ: + [D¢(Y) — Dy(w)a']0 + 0(52)}
14+ 6D (w) + O(62)
2
- (Cclth + Dy(Tp)8 + O(8%)) (1 — 6D4(w) + O(8%))
2
Zﬁ + (De(Yjy) — De(w)z")5 + O(5%).

So that T[tt] == Dt(y‘[t]) — X Dt((JJ)
We have just seen that 7}, depends on the variables ¢,z and 2', and as a result the defi-
nition of D; needs to be extended. Therefore let

D, — gtJrl’ 881:+x,/88/+ - Expanding T[tt}) results in,

T‘[tt} = nt + (2nx - wtt)x, + (Txx - 2wtac)x/2 - wxxx/:s + (Tx - 2wt)fl7” - 3wmxl$”-
With the notations,
Ww=wt—-—rxz(t—7r)) and T " =7(t—-r,zt—r1)),

we can express,

=2t =)+ [T )e—r + (T)a—r)
= (@")e=r)a’(t =) = (&' (t = 1))* (" )a-r)]0 + O(8%).
Let 1y = (X")e—r + (XM )a—r) = @ )t=r)2'(t = 1) = (@' (t = 7)) 2 (W) —r)-
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This gives,

2
dz + 16 + O(6%) = F(t + dw + O(6%), x + 6T + 0(5%),

dt?
t—1+ 0w +O0(8%), x(t —r) + 67" + 0O(6?),

dx 9, dx . 9
= F(t,z,t —ro(t —r),2'(t), 2" (t — 7))+
(wFt +TF, +wW'F .+ TTFx(t—r) + T[t}Fz’(t) + T[%Fx/(t_r))d
+0(6%).
Comparing the coefficient of §, we get
wF + TFy + W' Fep + T Fyry + Y For) + Ty For o) =
Yot + (200 — wi)x' 4+ (Vow — 2wiz) 2% — wapa + (L — 2wp) 2" — 3w,a’z”. (6)

Equation (6) is the obtained Lie type invariance condition for second order delay differen-
tial equations. O

Definition 2.1. We define a prolonged operator for the delay differential equation of
second _order as below: 5 9

=W " rYr—+7rm—-.
S T s S P M

Definition 2.2. The extended operator, for a second order delay differential equations,
would then naturally be defined as:

0 0 d d d d 0
OowZ w2 yrlyr_ 2 1, %y % 1. (7
¢ Yot T ot —r) + Ox * ox(t —r) * 15z’ * 1oz (t — ) * [t 9 9
Defining, A = 2”(t) — F(t,xz(t),t — r,z(t — r),2'(t), 2’ (t — r)) = 0, we get,
(WA =Ty —wF, = TYFe =" Fiyp = Y Fyry — Vg Forry — Yy Fore—r)- (8)
From equations (8) and (6), we compare them and obtain,
Tig = Vit + (2040 — wit)2" + (Voo — 2w12) 2" — Wee " + (T — 2wy) 2" — 3w’z
The substitution z”/ = F into (VA = 0, gives us our desired invariance condition for the

second order delay differential equation which is ¢((MA |a=o= 0. We will be using this to
get our determining equations.

3. EQUIVALENT SYMMETRIES OF A DELAY DIFFERENTIAL EQUATION OF SECOND
ORDER WHICH Is NON-HOMOGENEOUS
We now do a group classification of the linear second order delay differential equation
2"(t) + a(t)2'(t) + B()x"(t — r) +y(t)z(t) + p(t)2(t — 1) = h(t) (9)

where «(t), S(t), v(t) and p(t) are the twice differentiable variable coefficients.
We prove the following well known elementary results which will be used by us:

Proposition 3.1. Let x1(t) be any solution of the equation (9). Then by changing the
variables, t =t and T = x — x1(t), the delay differential equation given by equation (9),
can be transformed to a delay differential equation which is homogeneous, namely,

2 (t) + ) (t) + B)x' (t —7) +y(t)x(t) + p(t)x(t — ) = 0. (10)
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Proof. On substituting ¢t = ¢ and z(t) = Z + z1(¢) in (9), and by noting that
2 (t) + a(t)zy(t) + Bz (t —r) + y(t)zr(t) + p(t)zr(t —7) = h(t),
we see that this proposition follows easily. ]

Proposition 3.2. The delay differential equation
2"(t) + an(t)2'(t) + Bu(t)a(t — r) + m(t)z(t) + pr(t)z(t — 1) =0, (11)

with aq(t), B1(t),y1(t) and p1(t) twice differentiable functions with variable coefficients
can be transformed to a delay differential equation in which the term corresponding to the
ordinary derivative of the first order is absent.

Proof. By making the change, x = v(t)w(t), where v(t) # 0 is a twice differentiable

f oq(u)du)
2

function in ¢ and with w(¢) satisfying w(t) = exp(— [ + wop, where wy is an

arbitrary constant, equation (11), can be reduced to

V" (t) + Ba(t)V'(t — ) + Y2 (t)v(t) + pa(t)v(t —r) = 0, where B2(t) = S1 (t)wa
w"(t) + a1 (H)w'(t) + 1 (Hw(t) _ Bi@w'(t —r) + pr(t)w(t —7) .

0

and po(t)

Y2 (t) = w(t) :

Remark 3.1. This proposition is widely used in the removal of the coefficient of the first
order derivative, for ordinary differential equations of second order. It is important to
note that the group classification of (9) will not be altered on account of this change.

w(t)

By virtue of the propositions above, we shall obtain the symmetries of the equation
below, namely,

2"(t) + p(t)z(t —r) + ()2’ (t — ) + y(t)z(t) = 0. (12)
Our term with delay is specified as,
t"=gt)=t—r. (13)

Applying operator ¢() which was established in equation (7) to the equation (13), we
obtain,
w'=w. (14)
Applying operator (V) defined by (7) to (12), we get,
Yot + (20 iz — wi)x' + (Vow — 2wia) 2 — weet™ + (L — 2wi) (—B®)2' (t — 1) — y(t)
— px(t — 1)) = 3w, (=B()2'(t — ) —v(t)z — pa(t — 1))
= —[w(B ()2t —r) +~' )z + p'(t)a(t — 1))
+(OF + p()T" + BT + (V) — wiy)2'(t = 1) = iy (&'t = 7))]. (15)
Differentiate (15) with respect to z/(t — r) twice, we get,
w;( = 0, which can be integrated to yield,
w(t,z) = A(t) (16)
Differentiate equation (15) with respect to x(t — r) twice, we get,
POt —mar—r) + BOT () at-r)) @)
+ B i mya—ryet—r) ~ Clr) () @(—r))E (& —=T) = 0.

Splitting the equation with respect to z/(t — r), and noting that 3(t) # 0 we obtain,
Yize = Wize = 0, which can be integrated to yield,

t—r)

T(t,2) = %B(t)xQ + O+ H). (17)
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On substitution of the equations (16) and (17) in equation (15), we get,

%B”(t)gc2 + ")z 4+ H"(t) + (2(B' (H)z 4+ C'(t)) — A”(t))x' + B(t)(2'(t — r))?
+ (B(t)z + O(t) = 24" (1)) (=B(t)x' (t — ) = y(t)z — p(t)z(t — 7))

= —[AW)B' 't =)+ Oz + o/ (Ot — 7)) + V(t)(%B(t)fE2 +C(t)x + H(t))

ot )(%B(t )t — 1)+ C(t — r)(t — ) + H(t — 7))

+ B(t )[( "t — )22t —r) + Ot — r)x(t —r) + H'(t — 7))
+ (Bt —r)x{t—r)+C@t—1)—A{t—7r))a(t — 7“)]] (18)
Splitting equation (18) with respect to 22, we get,

B"(t) = B(t)y(t). (19)
Splitting equation (18) with respect to x, we get,
C"(t) = =7 (1) A(t) — 27(t) A'(t) — 2B'(1). (20)
Splitting equation (18) with respect to 2/(t — r), we get,
A'(t) =2C'(t). (21)
Splitting equation (18) with respect to (z/(t — 7‘))2 we get,
B(t) = (22)
As a consequence of B(t) = 0, equation (17), reduces to

Y(t,z) = C(t)z+ H(t). (23)
and equation (20) reduces to, C”(t) = —~/'(¢t) A(t) — 2y(t) A’ (¢).

Using B(t) = 0, equation (18), simplifies to

C"(t)z+H"(t)+(2C" (1) = A"(t)2"+(C(t) = 24" (1)) (= B() (t—r) —y(D) — p(t)z(t — 7))
= —[AW)(B )2 (t—r)+7 M)z +p (t)x(t —r)) +y(E)(C()z+ H(1) +p(t)(C(t—r)a(t—7)
+H(t—7))+ BOC(t —r)a(t —r) + H'(t — 1)) + (C(t —r) = A'(t = )2’ (t —r)]].

(24)
We split (24) with respect to x(t — r), and get,
p(O)[C(t) = C(t —r)] = p()A(t) + BH)C"(t — 7) + 2A47(t) p(2). (25)
Splitting equation (24) with respect to 2/(t — r), we get,
BAIC(EH) — Ot —r)] = A@t)B'(t) + B()(2A(t) — A'(t — ). (26)
Since w = w", equation (26) becomes
BOIC(E) = Ct —r)] = AW)B'(t) + BH)A'(2). (27)

Splitting equation (24) with respect to constant term, we obtain,

H"(t) = =B&)H'(t —r) —~y(t)H(t) — p(t) H (t — 7). (28)
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We see that, H(t) is a solution to the second order homogeneous delay differential equation
12
(So 2&1" we have obtained from equations (14), (20), (21), (23), (25), (26) and (28)
w=w", T=C(t)x+ H(t). (29)
wi =2C"(t), C"(t) = =7 (Hw — 2y(t)wr. (30)
H'(t) = =B H'(t —r) — () H(t) — p(t) H(t — 7). (31)
BHIC() — Ot —r)] = wp'(t) + Bt)w'(). (32)
pBIC(t) = C(t = )] = p'(w(t) + BE)C(t — 1) + 20/ (t)p(t). (33)
Integrating equation (30), we get, C(t) = “e c1, where ¢ is a constant.
Since w = w", we have, C(t) = C(t — r). Hence, equation (32) gives,
Bt)w(t) = c2, (34)
here ¢y represents a constant which is arbitrary.
On writing equation (33) as
o (t)eo + 2pp(t) = —BEHC!(E — 1)

B(t)

= ——— Wt

2
We now study group classification of equation (9), by taking possible cases:

Theorem 3.1. The delay differential equation (12), under the assumption that 3 # 0,
p # 0 admits Lie group of dimension 3. Further, the generators of this group are given by

) 1o =/ 1Y\ 0 o)
Q=25 2T gmar 2 (ﬂ(t)) o @~ HUG,
Proof. Substituting C(t) = % + c1, in equation (30), we get,
Wit = — (29" (H)w + 4y (t)wr or wwiy = — (29 (H)w? + 4y(t)wwy.

Integrating this, we get,
2

wwy — % + 2y(t)w? = c3, (36)
where c3 is a constant.
If ¢ # 0, then from equation (34),
C2
w=——. (37)
(t)
From equation (29),
(&) 1 !
Yt,z)=z|—= (== H(t). 38
oo (3 () ) e .

Using equation (35), we obtain,

B(t) ) ( 2(6’(t))2>
2(p'(t)—2 ) =(p"(t) - ——).
(#0025 20t0) = (570 - 255
The solution of this linear first order ordinary differential equation is
/

t
o) = esp?(t) + 2.
where ¢4 is an arbitrary constant.
From equation (36),
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_ 1 3 (8 1\ B _c
v(t) = 5 csB3(t) — B (5@)) + B0) ], where c5 = é

Since, w = w", B(t) = B(t —r),
The infinitesimals (or as they are also known as the coefficients of the infinitesimal trans-
formation) are obtained to be

w=—+, T=zx|==—") +c1 )+ H). 39
500 (2(55) +a) - 50 )
The most general form of the infinitesimal generator of the Lie group is given by
0 19 (1Yo o)
=cr— ———+ - =) = H(t)— 40
¢ =avg e <B(t)8t+2 (B(t)) m«)* s (40)

where H (t) solves equation (12).
For the case co = 0, we get,

w=0, T =cz+ H(t). (41)
The most general form of the infinitesimal generator of the Lie group is given by
0
= H(t)—. 42
¢ = (e + H(D) 5 (12)
O

Theorem 3.2. The delay differential equation (12), under the hypothesis that 8 # 0 and
p = 0 admits to having a Lie group of dimension 3. The generators of this group are given

0 0
b * = — * = —_— ¥ = H t e
Proof. Using equation (33), we see that, C(t —r) = cg, where c¢¢ is the constant of
integration. Using equation (34), we obtain, w = %

From equation (35), w = c7t+cg, both ¢7 and cg being arbitrary constants. From equation
2

1
(36), yw? = cg, where cg = 3 c3+ 627] , is an arbitrary constant.

Further, since w = w", we get ¢; = 0 and w = cs.
C c
If cs # 0, then ~(t) = —, B(t) = —.
C8

C

The most general form of the infinitesimal generator of the Lie group is given by
0 0
= H(t))—. 4
¢ = sy + (eor + H(D) 5 (13)

If cg =0, then w =0 and 1" = cex + H ().
The most general form of the infinitesimal generator of the Lie group is given by
0

¢* = (egr + H(1)) o (44

0

Theorem 3.3. The delay differential equation (12), under the supposition that § = 0,
p # 0 admits a Lie group of dimension 4. The generators of this group are given by

Cl_ m8t7 <2_ |:< p3/2(t)>m:| 8{13’ CS_xaxa <4_H(t)6x
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Proof. From equation (35), we get, w = a0 Hence,

p(t)
T = C(t)z + H(t)

= (%+cl>x+H(t)

c /(¢
(A Yy
i / 2
If ¢19 # 0, then from equation (36), y(t) = % lcci)p(t) + gpgg _ g (Z((tt))> ] '

The infinitesimal generator in this case is given by,

C*:\/gaat"F |:<—%+Cl>x+f[(t)] 8855' (45)

If ¢c1op =0, then w = 0,7 = 1z + H ().
Hence, the most general form of the infinitesimal generator of the Lie group is given by,

0

"= (C1x+H(t))%- (46)

O

4. AN ILLUSTRATIVE EXAMPLE

We shall apply symmetry analysis to classify a differential equation with delay arising
in control systems studied in [17]. Consider the equation
b q

#(0) + (1) + Lol (6 )+ %w(t) —0 (47)

where b denotes the damping coefficient, the angle of tilt x is measured from the normal
upright position, m is the mass. Due to the control which induces a time lag, the resultant
force is represented by qz/(t — r). In the equation k is a positive constant. Following the
approach given in the previous section, and keeping to the same notations, we see that,

B(t) = i, a constant and p(t) = 0. Performing symmetry analysis of equation (47), we
m

get, w = c11, a constant and 1" = cijox + E(t), where cj2 is an arbitrary constant and

E(t) solves equation (47). Hence, the Lie group is generated by, (; = g G = To and
x

0
G=F (t)%-
Furthermore, solving the system,
dt _ dz _
5 w(t,z) = c¢11 and a% = Y(t,T) = c12T + E(t), together with the conditions that,

t =t and T = x, when 0 = 0, we obtain the delay differential equation given by (47) is
invariant under the Lie group

_ 1
t=1+ 61157 T = Cf [6’0126 (612113 + E(t)) — E(t + 6115)] .
12

It is noteworthy to mention here that this model was actually used for anti rolling stabi-
lization of ships before 1945 which is seen in [18].
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5. CONCLUSIONS

In this paper, we have made a group classification of equation (12). Based on the
different assumptions considered, we have summarized our results below:

(1) Under the conditions that 8 # 0, p # 0, the infinitesimal generator of the Lie group
for the differential equation with delay given by (12) is given by (40).

(2) Under the conditions 8 # 0, p = 0, the infinitesimal generator of the Lie group for
the differential equation with delay given by (12) is given by (43).

(3) Under the conditions = 0, p # 0, the infinitesimal generator of the Lie group for
the differential equation with delay given by (12) is given by (45).
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