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RECURRENCE RELATIONS FOR MOMENTS OF PROGRESSIVELY

TYPE-II CENSORED FROM WEIBULL-RAYLEIGH DISTRIBUTION

AND ITS CHARACTERIZATIONS

RASHAD M. EL-SAGHEER1, NAGWA M. MOHAMED2, §

Abstract. This paper is devoted to get new recurrence relations satisfied by the sin-
gle and product moments based on Progressively Type-II Censored (ProgT-II) from the
three parameters Weibull-Rayleigh distribution (WRD) and doubly truncated WRD.
Finally characterizations of the WRD based on these recurrence relations, hazard rate
function and truncated moments are discussed.
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1. Introduction

Progressive censoring sampling scheme has a great importance in reliability and life time
studies. This scheme enable the experimenters to obtain information about the quality
of a product. This information leads the experimenters to reduce the number of failures
and the total duration of the experiment. So, it allows them to save time and cost of the
life-testing experiment.

The most common right censoring schemes are Type-I and Type-II censoring. This
study deals only with ProgT-II censoring, in general a ProgT-II censored sample can be
described as follows. Suppose that n independent items are put on a life test with contin-
uous identically distributed failure times X1, X2, ..., Xn. Suppose further that a censoring
scheme (S1, S2, ..., Sr) is previously fixed such that immediately following the first failure
X1, S1 surviving items are removed from the experiment at random, and immediately
following the second failure X2, S2 surviving items are removed from the experiment at
random. This process is repeated until r − th observed failure Xr, the remaining Sr sur-
viving items are removed from the test. The r ordered observed failure times denoted by

X
(S1,S2,...,Sr)
1:r:n , X

(S1,S2,...,Sr)
2:r:n , ..., X

(S1,S2,...,Sr)
r:r:n are called ProgT-II right censored order statis-

tics of size r from a sample of size n with progressive censoring scheme (S1, S2, ..., Sr). It
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is clear that n = r +
∑r

p=1 Sp. It is noted that if S1 = S2 = · · · = Sr = 0, then r = n, the

ProgT-II right censoring scheme reduces to ordinary order statistics (Oos).
The great discussion about ProgT-II censored is presented by Balakrishnan and Ag-

garwala [1,2,3,4]. Many authors have discussed the recurrence relations under ProgT-II
censored using different lifetime distributions, see for example, Athar and Akhter [5],
Athar et al. [6], Singh and Khan [7], Balakrishnan and Saleh [8], Balakrishnan et al.[9],
Saran et al. [10], Saran and Pande [11], Mohamed et al. [12,13,14] and Mohie El Din et
al. [15,16,17]. Hamedani [18,19,20] presented differenent methods to characterize many
distributions as exponential distributions, continuous univariate and univariate Continu-
ous Distributions II distributions. Kilany [21] and Nofal and El Gebaly [22] have been
characterized Lindley and Pareto distributions. The joint probability density function for
ProgT-II censored sample of size r from a sample of size n is given by

fx1:r:n,...,xr:r:n (x1, ..., xr) = Dn,S,...,Sr−1

r∏
p=1

f (xp) [1− F (xp)]
Sp , (1)

,−∞ < x1 < x2 < ... < xr <∞,
where

Dn,S1,...,Sr−1 = n(n− 1− S1)(n− 2− S1 − S2)...

n− r−1∑
p=1

(Sp + 1)

 . (2)

For simplicity,we write Dn,S,...,Sr−1 = Dn,Sr−1 ; 1 ≤ r ≤ n and Dn,So = n.
The Weibull-Rayleigh distribution (WRD) was recently given by Afaq et al. [23] as

a new generalization of the Rayleigh distribution. They estimated the distribution pa-
rameters using maximum likelihood, moments and L-moment methods. They derived the
information matrix and use it get the confidence interval estimation of the parameters.

The probability density function (PDF),The cumulative distribution function (CDF),
reliability function M(x), and hazard rate function h(x) of the WRD(a, b, c) are given
respectively, by

f (x) =
a

b

x

c2

(
x2

2bc2

)a−1

exp

[
−
(
x2

2bc2

)a]
, a, b, c > 0, x > 0, (3)

F (x) = 1− exp

[
−
(
x2

2bc2

)a]
, (4)

M(x) = exp

[
−
(
x2

2bc2

)a]
, (5)

and

h(x) =
a

b

x

c2

(
x2

2bc2

)a−1

, (6)

also, the characterizing differential equation is given by

f (x) =
a

b

x

c2

(
x2

2bc2

)a−1

[1− F (x)] . (7)

From Eq. (3), we see that if a = 1 and b = 1,then WRD reduces to Rayleigh distribution
with parameter c. In addition, the density function of WRD is unimodal and for fixed a
and c, it becomes more and more peaked as the value of b is decreased.
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This paper is organized as follows: In Sections (2,3) the recurrence relations for single
and product moments of ProgT-II right censored order statistics from WRD are derived.
Section 4 is devoted to get recurrence relations for the single and product moments of
ProgT-II right censored order statistics from the doubly truncated WRD. Finaly, in Section
5 characterizations of WRD are discussed.

2. Recurrence Relations for the Single Moments

Let X = X1:r:n, X2:r:n, ..., Xr:r:n be the ProgT-II censored sample drawn from WRD
population whose PDF and CDF are given by (3) and (4), with censoring scheme (S1, S2, ..., Sr).
The single moments of the ProgT-II can be written as

φ
(S1,S2,...,.Sr)(k)

p:r:n = Dn,Sr−1

∫ ∫ ∫
0<x1<x2<...<xr<∞

xkpf(xp) [1− F (xp)]
Sp

×f(x1) [1− F (x1)]S1 · · · f(xr) [1− F (xr)]
Sr dx1 · · · dxr, (8)

where Dn,Sr−1 is defined in (2) and k > 1. The following recurrence relations gives the
single moments of ProgT-II censored.

Theorem 2.1. For 2 ≤ p ≤ r − 1 and b, c > 0,

φ(S1,..,Sr)(k)

p:r:n

=
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
(n− S1 − S2 − · · · − Sp − p)φ

(S1,...Sp−1,Sp+Sp+1+1,Sp+2...,Sr)(k+2a)

p:r−1:n

− (n− S1 − S2 − · · · − Sp−1 − p+ 1)φ
(S1,S2,...Sp−2,Sp−1+Sp+1,Sp+1...,Sr)(k+2a)

p−1:r−1:n

+ (Sp + 1)φ(S1,...,Sr)(k+2a)

p:r:n

]
. (9)

Proof. Making use of (7) and (8), yields

φ(S1,S2,...,Sr)(k)

p:r:n = Dn,Sr−1

∫ ∫ ∫
0<x1<x2<...<xp−1<xp+1<···xr<∞

G (xp−1, xp+1)

×f(x1) [1− F (x1)]S1 · · · f(xp−1) [1− F (xp−1)]Sp−1 f(xp+1) [1− F (xp+1)]Sp+1

× · · · f(xr) [1− F (xr)]
Sr dx1 · · · dxp−1dxp+1 · · · dxr, (10)

where

G (xp−1, xp+1) =
a

bc2

(
1

2bc2

)a−1
xp+1∫

xp−1

xk+2a−1
p [1− F (xp)]

Sp+1 dxp. (11)

Integrating the innermost integral by parts, gives
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G (xp−1, xp+1) =
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
xk+2a
p+1 [1− F (xp+1)]Sp+1

−xk+2a
p−1 [1− F (xp−1)]Sp+1

+(Sp + 1)

xp+1∫
xp−1

xk+2a
p [1− F (xp)]

Sp f(xp)dxp

 . (12)

Upon substituting Eq.(12) into Eq.(10), and simplifying the resulting equation, Eq.(9)
can be obtained. �

Theorem 2.2. For 2 ≤ r ≤ n and b, c > 0,

φ
(S1,S2,...,Sr)(k)

1:r:n =
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
(n− S1 − 1)φ

(S1+S2+1,S3,...,Sr)(k+2a)

1:r−1:n

+(S1 + 1)φ
(S1,S2,...,Sr)(k+2a)

1:r:n

]
. (13)

Proof. The proof is omitted. �

Theorem 2.3. For 2 ≤ r ≤ n and b, c > 0,

φ(S1,S2,...,Sr)(k)

r:r:n =
a

bc2 (k + 2a)

(
1

2bc2

)a−1

[−(n− S1 − S2 − · · · − Sr−1 − r + 1)

×φ(S1,S2,...,Sr−2,Sr−1+Sr+1)(k+2a)

r−1:r−1:n + (Sr + 1)φ(S1,S2,...,Sr)(k+2a)

r:r:n

]
. (14)

Proof. The proof is omitted. �

Special Cases:
Setting S1 = S2 = ...Sr = 0, Eqs.(9,13) and Eq.(14) reduce respectively to

φ(S1,..,Sr)(k)

p:n =
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
(n− p)φ(0,,...0,1,0...,0)(k+2a)

p:n−1:n

+ (n− p+ 1)φ
(0,...0,1,0,...,0)(k+2a)

p−1:n−1:n

+φ
(k+2a)

p:n

]
, (15)

φ
(k)

1:n =
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
(n− 1)φ

(1,0,...,0)(k+2a)

1:n−1:n +φ
(k+2a)

1:n

]
, (16)

and

φ
(k)

n:n =
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
− (n− r + 1)φ

(0,...0,1)(k+2a)

n−1:n−1:n +φ
(k+2a)

n:n

]
. (17)
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3. Recurrence Relations for the Product Moments

Theorem 3.1. For 1 ≤ p < q ≤ r − 1, r ≤ n and b, c > 0,

φ(S1,...,Sr)(k1,k2)

p,q:r:n

=
a

bc2 (k2 + 2a)

(
1

2bc2

)a−1 [
(n− S1 − ...Sq − q)φ

(S1,...Sq−1,Sq+Sq+1+1,Sq+2...,Sr)(k1,k2+2a)

p,q:r−1:n

− (n− S1 − · · · − Sq−1 − q + 1)φ
(S1,...Sq−2,Sq−1+Sq+1,Sq+1,...,Sr)(k1,k2+2a)

p,q−1:r−1:n

+(Sq + 1)φ(S1,...,Sr)(k1,k2+2a)

p,q:r:n

]
. (18)

Proof. From (8), we have

φ(S1,S2,...,Sr)(k1,k2)

p,q:r:n = E

[
X(S1,S2,...,Sr)(k1)

p:r:n

{
X(S1,S2,...,Sr)

q:r:n

}(k2)
]

= Dn,Sr−1

∫
· · ·

∫
0<x1<x2<....<xp−1<xp+1...<xr<∞

· · ·
∫
xk1p G(xq−1, xq+1)

×f(x1) [1− F (x1)]S1 · · · f(xq−1) [1− F (xq−1)]Sq−1

×f(xq+1) [1− F (xq+1)]Sq+1

× · · · f(xr) [1− F (xr)]
Sr dx1dx2 · · · dxq−1dxq+1 · · · dxr, (19)

where

G(xq−1, xq+1) =
a

bc2

(
1

2bc2

)a−1
xq+1∫

xq−1

xk2+2a−1
q [1− F (xq)]

Sq+1 dxq. (20)

Integrating Eq.(20) by parts, gives

G(xq−1, xq+1) =
a

bc2 (k2 + 2a)

(
1

2bc2

)a−1 [
xk2+2a
q+1 [1− F (xq+1)]Sq+1

−xk2+2a
q−1 [1− F (xq−1)]Sq+1

+ (Sq + 1)

xq+1∫
xq−1

xk2+2a
q [1− F (xq)]

Sq f(xq)dxq

 . (21)

Then substituting Eq.(21) into Eq.(19) and simplifying, Eq.(18) can be deduced. �

Theorem 3.2. For 1 ≤ p ≤ r − 1 and r ≤ n and b, c > 0,

φ(S1,S2,...,Sr)(k1,k2)

p,r:r:n =
a

bc2 (k2 + 2a)

(
1

2bc2

)a−1

[−(n− S1 − S2 − ...− Sr−1 − r + 1)

×φ(S1,...Sr−2,Sr−1+Sr+1)(k1,k2+2a)

p,r−1:r−1:n + (Sr + 1)φ(S1,...Sr)(k1,k2+2a)

p,r:r:n

]
.(22)

Proof. The proof is omitted. �
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Special Cases:
Setting Sp = 0, p = 1, 2, ...r, Eqs.(18, 22) reduce respectively to

φ
(k1,k2)

p,q:n =
a

bc2 (k2 + 2a)

(
1

2bc2

)a−1 [
(n− q)φ(0,...0,1,0...,0)(k1,k2+2a)

p,q:n−1:n

+(n− q + 1)φ
(0,...,0,1,0,...,0)(k1,k2+2a)

p,q−1:n−1:n + φ
(k1,k2+2a)

p,q:n

]
, (23)

and

φ
(k1,k2)

p,n:n =
a

bc2 (k2 + 2a)

(
1

2bc2

)a−1 [
−φ(0,...,0,1)(k1,k2+2a)

p,n−1:n−1:n +φ
(k1,k2+2a)

p,n:n

]
. (24)

4. The Doubly Truncated Weibull-Rayleigh Distribution

In this section, we present the recurrence relations for the single and product moments
of ProgT-II censored order statistics from the doubly truncated WRD. The PDF of the
doubly truncated WRD is given by

ft (x) =
1

(U − V )

a

b

x

c2

(
x2

2bc2

)a−1

exp

[
−
(
x2

2bc2

)a]
, 0 < v1 < x < u1, ..., a, b, c > 0, x ≥ 0,

(25)
where

U = Ft (u1) = 1− exp

[
−
(
u2

1

2bc2

)a]
,

and

V = Ft (v1) = 1− exp

[
−
(
v2

1

2bc2

)a]
. (26)

Here, 1−U is the proportion of right truncation on the WRD and V is the proportion
of the left truncation.

Thus CDF of doubly truncated WRD can be put in the form

Ft(x) =
1

U − V

[
exp

[
−
(
v2

1

2bc2

)a]
− exp

[
−
(
x2

2bc2

)a]]
. (27)

The relation between the PDF and CDF can be written as

ft (x) =
a

b

x

c2

(
x2

2bc2

)a−1 [
1− U
U − V

+ [1− Ft (x)]

]
. (28)

4.1. Recurrence relations for the single moments.

Relation 4.1. For 2 ≤ r ≤ n− 1, S1 > −1 and b, c > 0
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φ
(S1,...,Sr)(k)

1:r:n

=
a

bc2(k + 2a)

(
1

2bc2

)a−1 [( 1− U
U − V

){
n (n− S1 − 1)

(n− 1)
φ

(S1+S2,S3,...,Sr)(k+2a)

1:r−1:n−1

−nvk+2a
1 +

nS1

(n− 1)
φ

(S1−1,S2,...,Sr)(k+2a)

1:r:n−1

}
+

{
(n− S1 − 1)φ

(S1+S2+1,S3,...,Sr)(k+2a)

1:r−1:n

−nvk+2a
1 + (S1 + 1)φ

(S1,S2...,Sr)(k+2a)

1:r:n

}]
. (29)

Relation 4.2. For 2 ≤ r ≤ n− 1, Sp > −1 and b, c > 0,

φ(S1,..,Sr)(k)

p:r:n

=
a

bc2(k + 2a)

(
1

2bc2

)a−1 [( 1− U
U − V

){
Dn,Sp

Dn−1,Sp−1

φ
(S1,...Sp−1,Sp+Sp+1,Sp+2...,Sr)(k+2a)

p:r−1:n−1

−
Dn,Sp−1

Dn−1,Sp−2

φ
(S1,...Sp−2,Sp−1+Sp,Sp+1...,Sr)(k+2a)

p:r−1:n−1 +Spφ
(S1,...,Sp−1,...,Sr)(k+2a)

p:r:n−1

}
+

{
(n− S1 − · · · − Sp − p)φ

(S1,...Sp−1.Sp+Sp+1+1,Sp+2...,Sr)(k+2a)

p:r−1:n

− (n− S1 − S2 − · · · − Sp−1 − p+ 1)φ
(S1,S2,...Sp−2,Sp−1+Sp+1,...,Sr)(k+2a)

p−1:r−1:n

+(Sp + 1)φ(S1,...,Sr)(k+2a)

p:r:n

}
. (30)

Relation 4.3. For 2 ≤ r ≤ n− 1, Sr > −1 and b, c > 0,

φ(S1,..,Sr)(k)

r:r:n

=
a

bc2(k + 2a)

(
1

2bc2

)a−1 [( 1− U
U − V

){
−

Dn,Sr−1

Dn−1,Sr−2

φ
(S1,S2,...Sr−2,Sr−1+Sr)(k+2a)

r−1:r−1:n−1

+Sr
Dn,Sr−1

Dn−1,Sr−1

φ
(S1,S2,....Sr−1)(k+2a)

r:r:n−1

}
{
−(n− S1 − · · · − Sr−1 − r + 1)φ

(S1,S2,...Sr−2,Sr−1+Sr+1)(k+2a)

r−1:r−1:n

+(Sr + 1)φ
(S1,S2,...,Sr)(k+2a)

r:r:n

}]
. (31)

Remark 4.1. Setting U = 1 and V = 0 in Relations (29)-(31), Theorems (9), (13) and
(14) can be obtained.

Remark 4.2. Setting S1 = S2 = .... = Sr = 0, U = 1 and V = 0, the relations (29)-(31)
reduce to the corresponding recurrence relations based on the usual order statistics.

4.2. Recurrence relations for the product moments.

Relation 4.4. For 1 ≤ p < q ≤ r − 1, r ≤ n− 1, Sq ≥ 1 and b, c > 0,
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φ(S1,...,Sr)(k1,k2)

p,q:r:n

=
a

bc2(k2 + 2a)

(
1

2bc2

)a−1 [( 1− U
U − V

) {
Dn,Sq

Dn−1,Sq−1

φ
(S1,...Sq−1,Sq+Sq+1,Sq+2,...,Sr)(k1,k2+2a)

p,q:r−1:n−1

−
Dn,Sq−1

Dn−1,Sq−2

φ
(S1,...Sq−2,Sq−1+Sq ,Sq+1...,Sr)

(k1,k2+2a)

p,q−1:r−1:n−1 +Sqφ
(S1,...Sq−1,Sq−1,Sq+1...,Sr)

(k1,k2+2a)

p,q:r:n−1

}]
+

{
(n− S1 − · · · − Sq − q)φ

(S1,...Sq−1,Sq+Sq+1+1,Sq+2...,Sr)(k1,k2+2a)

p,q:r−1:n

− (n− S1 − · · · − Sq−1 − q + 1)φ
(S1,...Sq−2,Sq−1+Sq+1,Sq+1...,Sr)(k1,k2+2a)

p,q−1:r−1:n

+(Sq + 1)φ(S1,...,Sr)(k1,k2+2a)

p,q:r:n

}]
. (32)

Relation 4.5. For 1 ≤ p < r ≤ n− 1, r ≤ n− 1, Sr ≥ 1 and b, c > 0,

φ(S1,S2,...,Sr)(k1,k2)

p,r:r:n

=
a

bc2(k2 + 2a)

(
1

2bc2

)a−1 [( 1− U
U − V

) {
−

Dn,Sr−1

Dn−1,Sr−2

φ
(S1,...,Sr−2,Sr−1+Sr)

(k1,k2+2a)

p,r−1:r−1:n−1

+Sr
Dn,Sr−1

Dn−1,Sr−1

φ
(S1,...,Sr−1,Sr−1)

(k1,k2+2a)

p,r:r:n−1

}
−
{

(n− S1−, ...− Sr−1 − r + 1)φ
(S1,...,Sr−2,Sr−1+Sr+1)

(k1,k2+2a)

p,r−1:r−1:n

− (Sr + 1)φ(S1,S2,...,Sr)(k1,k2+2a)

p,r:r:n

}]
. (33)

Remark 4.3. Setting U = 1 and V = 0 in Relations (32) and (33), we obtain Theorems
(18) and (22).

Remark 4.4. Setting S1 = S2 = .... = Sr = 0, U = 1 and V = 0, so the relations (32) and
(33) reduce to the corresponding recurrence relations based on the usual order statistics.

5. Characterizations of Weibull-Rayleigh Distribution

The characterizations of some distributions studied by many authors see for example
Hamedani [18,19,20], Kilany [21] and Nofal and El Gebaly [22]. In this section, we discuss
the characterizations of WRD based on the the following methods: (i) recurrence relations
for the single and product moments ii) hazard rate function and (iii) truncated moments
of functions of the random variable.

5.1. Characterization of WRD based on recurrence relation for the single mo-
ments.

Theorem 5.1. Eq. (9) holds if and only if

F (xp) = 1− exp

[
−

(
x2
p

2bc2

)a]
. (34)

Proof. The first part follows from Eqs.(7,8). On the other hand if the recurrence relation
in Eq.(9) is satisfied, then
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φ(S1,..,Sr)(k)

p:r:n

=
a

bc2 (k + 2a)

(
1

2bc2

)a−1 [
(n− S1 − S2 − · · · − Sp − p)φ

(S1,...Sp−1,Sp+Sp+1+1,Sp+2...,Sr)(k+2a)

p:r−1:n

− (n− S1 − S2 − · · · − Sp−1 − p+ 1)φ
(S1,S2,...Sp−2,Sp−1+Sp+1,Sp+1...,Sr)(k+2a)

p−1:r−1:n

+ (Sp + 1)φ(S1,...,Sr)(k+2a)

p:r:n

]
, (35)

where

φ(S1,S2,...,Sr)(k+2a)

p:r:n

= Dn,Sr−1

∫ ∫ ∫
0<x1<x2<...<xp−1<xp+1<···xr<∞

G (xp−1, xp+1)

×f(x1) [1− F (x1)]S1 · · · f(xp−1) [1− F (xp−1)]Sp−1 f(xp+1) [1− F (xp+1)]Sp+1

· · · f(xr) [1− F (xr)]
Sr dx1 · · · dxp−1dxp+1 · · · dxr, (36)

and

G (xp−1, xp+1) =

xp+1∫
xp−1

xk+2a
p [1− F (xp)]

Sp f(xp)dxp. (37)

Integrating the innermost integral by parts,gives

G (xp−1, xp+1) =
1

(Sp + 1)

[
xk+2a
p+1 [1− F (xp+1)]Sp+1

−xk+2a
p−1 [1− F (xp−1)]Sp+1

+(k + 2a)

xp+1∫
xp−1

xk+2a−1
p [1− F (xp)]

Sp+1 dxp

 . (38)

Upon substituting Eq.(38) into Eq.(36),and simplifying the resulting equation, yields

Dn,Sr−1

∫ ∫ ∫
0<x1<x2<...<xp−1<xp+1<···xr<∞

xkp

[
f(xp)−

a

bc2

(
1

2bc2

)a−1

x2a−1
p [1− F (xp)]

]

× [1− F (xp)]
Sp f(x1) [1− F (x1)]S1 ...× f(xr) [1− F (xr)]

Sr dx1dx2...dxr = 0. (39)

Applying the Muntz-Szasz theorem, see Hwang and Lin [24], so

f (xp) =
a

b

xp
c2

(
x2
p

2bc2

)a−1

[1− F (xp)] ,

and this completes the proof. �
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5.2. Characterization of WRD based on recurrence relation for the product
moments.

Theorem 5.2. Eq. (18) holds if and only if

F (xq) = 1− exp

[
−

(
x2
q

2bc2

)a]
. (40)

Proof. The first part is proved using Eqs.(7,8). On the other hand if the recurrence relation
in Eq.(18) is satisfied, then

φ(S1,S2,...,Sr)(k1,k2)

p,q:r:n = = Dn,Sr−1

∫
· · ·

∫
0<x1<x2<....<xp−1<xp+1<...<xr<∞

· · ·
∫
xk1p G(xq−1, xq+1)

×f(x1) [1− F (x1)]S1 · · · f(xq−1) [1− F (xq−1)]Sp−1

×f(xq+1) [1− F (xq+1)]Sq+1 ...

× · · · f(xr) [1− F (xr)]
Sr dx1dx2 · · · dxq−1dxq+1 · · · dxr, (41)

where

G(xq−1, xq+1) =

xq+1∫
xq−1

xk2+2a
q f(xq) [1− F (xq)]

Sq dxq. (42)

Integrating Eq.(42) by parts, yeilds

G(xq−1, xq+1) =
1

(Sq + 1)

[
xk2+2a
q+1 [1− F (xq+1)]Sq+1

−xk2+2a
q−1 [1− F (xq−1)]Sq+1

+ (k2 + 2a)

xq+1∫
xq−1

xk2+2a−1
q [1− F (xq)]

Sq+1 dxq

 . (43)

Then substituting, Eq.(43) into Eq.(41) and simplifying, yields

Dn,Sr−1

∫ ∫ ∫
0<x1<x2<...≺xp−1<xp+1<···xn<∞

xk1p x
k2
q

[
f(xq)−

a

bc2

(
1

2bc2

)a−1

x2a−1
q [1− F (xq)]

]

× [1− F (xq)]
Sq f(x1) [1− F (x1)]S1 ...× f(xr) [1− F (xr)]

Sr dx1dx2...dxr = 0. (44)

Applying the Muntz-Szasz theorem, see Hwang and Lin [24] gives

f (xq) =
a

b

xq
c2

(
x2
q

2bc2

)a−1

[1− F (xq)]

and this completes the proof. �



842 TWMS J. APP. AND ENG. MATH. V.12, N.3, 2022

5.3. Characterization of WRD based on hazard rate function. This subsection
presents the basic defintion in order to characterize the WRD based on hazard rate func-
tion.

Definition 5.1. Let F be absolutely continuous distribution with the corresponding PDF
f . The hazard function corresponding to F is donoted by hf and its defined by

hF (x) =
f(x)

1− F (x)
, x ∈ supF, (45)

where sup F is the support of F. Also, the hazard function of twice differentiable function
satisfies the first order differential equation,

h
′
F (x)

hF (x)
− hF (x) = q(x),

where q(x) is an appropiate integrable function. Also, this differentiable equation has an
obvious form,

f
′
(x)

f(x)
=
h
′
F (x)

hF (x)
− hF (x). (46)

Note: Our CDF should be twice differentiable.

Proposition 5.1. Let X : υ → (0,∞) be a continuous random variable. The PDF of X
is given by Eq.(3) if and only if its hF (x) satisfied the following differential equation

xh
′
F (x) =

a(2a− 1)

bc2
x

(
x2

2bc2

)a−1

, 0 < x <∞, (47)

with initial condition

hF (xo) =
a

bc2
x0

(
x2

0

2bc2

)a−1

.

Proof. If X has PDF (3), then cleary Eq.(47) holds. Now, if Eq.(47) holds, then

xh
′
F (x) =

a(2a− 1)

bc2
x

(
x2

2bc2

)a−1

,

from which we have

d

dx
[xhF (x)] =

2a2

bc2

(
1

2bc2

)a−1

x2a−1. (48)

Integrating both sides of Eq.(48) from xo to x, and using the initial condition on hF (x),
yields

hF (x) =
f(x)

1− F (x)
=

a

bc2

(
1

2bc2

)a−1

x2a−1.

Now, integrating both sides of the last equation from 0 to x, gives

F (x) = 1− exp

[
−
(
x2

2bc2

)a]
, x > 0. (49)

�
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5.4. Characterization based on truncated moments of functions of the ran-
dom variable. In this subsection, we need to the following proposition which proved by
Hamedani [18].

Proposition 5.2. Let X : Ω→ (0,∞) be a continuous random variable with CDF F (x).

Let Υ(x) and r(x) be two differentiable functions on (0,∞) such that
b∫
a

r
′
(t)

[r(t)−Υ(t)]dt =∞.

Then

E[Υ(x) | X > x] = q(x), a < x < b, (50)

implies

F (x) = 1− exp

− b∫
a

r
′
(t)

[r(t)−Υ(t)]
dt

 , a ≤ x ≤ b . (51)

Upon using proposition (5.2) we can characterize WRD based on truncated moments of
functions of the random variable as follows:

Setting Υ(x) = exp
[
−
(

x2

2bc2

)a]
and r(x) = 1

2Υ(x) for 0 < x <∞, yields CDF of WRD.

6. Conclusion

In this paper, based on ProgT-II we establish new recurrence relations satisfied by the
single and product moments from WRD and doubly truncated WRD. Characterizations
of the WRD based on these recurrence relations, hazard rate function and truncated
moments are discussed. So, this paper investigates the importance of studying recurrence
relations as we can express the higher order moments of order statistics in terms of the
lower order moments and hence make the evaluation of higher order moments. In addition,
these are useful in checking the computation of the moments of order statistics. Finally,
the characterization of distributions can be obtained based on these recurrence relations.

Acknowledgement. The authors would like to extend their gratitude to the referees
and the Editor-in-Chief for many valuable suggestions and comments which have helped
to improve the paper significantly.
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