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Differentially Private Attribute Selection For Classification

Abstract

Any study on processing or analyzing large data sets that contain personally sensitive

data should conform against some form of privacy protection mechanism. Otherwise,

malicious people can aceess these data sets to extract private information and use this

private information in agency operations, blackmail, fraud or any other harmful actions.

Importance and necessity of privacy preserving data mining is increasing day by day,

hence public and government lawmakers, privacy advocates and the media are drawing

more and more attention to this subject daily. This thesis proposes an approach to

that selects features from a data set according to the differential privacy mechanism

and implements this proposed solution on a popular data mining library called WEKA.
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Ayrımsal Mahremiyete Dayalı Öznitelik Seçimi

Özet

Büyük veriler üzerindeki çalışmalar ve analizler gizliliği, özellikle kişisel hassas bil-

gilerin gizliliğini gözetmek durumundadır. Gerekli koruma önlemleri alınmazsa kötü

niyetli kişiler kritik bilgilere ulaşabilir ve bunları şantaj, dolandırıcılık gibi çeşitli zararlı

amaçlı için kullanabilir. Veri güvenliği kavramının önemi ve gerekliliği günden güne

artmaktadır ve halk, hükümet yetkilileri ve medya bu kavrama giderek artan bir ilgi

göstermektedir. Bu tez yaygın kullanılan bir veri madenciliği kütüphanesi olan WEKA

üzerinde, ayrımsal mahremiyet kavramını veri madenciliğinin bir alanı olan özellik

seçimi yönünden ele alıp veri güvenliği performansını geliştiren bir yaklaşım sunmak-

tadır.

ii



Acknowledgements

Many thanks to all whose research and mental or academic support helped me during

this thesis. I am very grateful to my supervisor Ali İnan for listening to and answering
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Chapter 1

Introduction

Since the beginning of 21th century, people have been using the Internet for their daily

work such as shopping, credit card transactions, phone calls, banking actions, chatting

on social networking websites. In addition to these daily routine data there are other

areas that accumulate huge amounts of data such as satellite observation data, health-

care records, government organizations and databases of companies.

Data is not stored only for commercial purposes but also by governments. An example

of these are census data sets to that are used to increase citizen participation, collab-

oration, and transparency in government, which the state has to offer to the public.

Census data sets hold real statistical data about given populations. Many firms take

the collected data when they construct their sales methods and plans.

Taking all of this effort of data collection into consideration, we arrive at some important

questions: how much our personal information is stored somewhere in a database and

how much of this information is kept safely? First question can not be easily answered

because it is hard to draw any boundaries. Although there are laws towards protecting

personal information, people are in doubt about enforcement of law. Furthermore,

there is a huge amount of data. So, it is not easy to check and control every piece of

it. As for the second question, we need to consider a relatively new area, namely data

security and privacy.
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Data security means protection of data from unauthorized users. Data protection can

be done in many different ways. Traditional protection techniques are sanitization ap-

proaches such as k-anonymity, l-diversity and t-closeness. These sanitization techniques

generally try to break the link between the records and their owners. First used method

among all of them is k-anonymity. K-anonymity approach aims that each record relates

to at least k individual records for providing privacy [1]. Because of the inadequacy of

k-anonymity, l-diversity was proposed. L-diversity provides privacy by supplying diver-

sity on sensitive attributes of anonymity groups [2]. T-closeness is a further refinement

of l-diversity which also includes maintaining the distribution of sensitive fields. It is

assumed that sharing sanitized data with third parties does not harm privacy but san-

itization is never perfect. This is proven in Dwork’s first paper on differential privacy

[3].

Second protection method is secure multi-party computation (SMC). In this technique,

data is never shared explicitly. Any function of the collected data should be computed

through cryptographic solutions as in [4] and [5]. These methods employ SMC protocols

that require heavy use of computational power and network bandwidth.

Current state of the art in privacy preserving data mining is a new solution called

differential privacy. In this approach, access to a data set is restricted to a statistical

database interface. Individual privacy is protected by adding noise to query results.

We explain this approach in detail in Chapter 2.

In this thesis, we try to solve the following important problem. Database D contains

private data and agent A needs to build a classifier C on D without violating the privacy

of the individuals whose records are stored in D. Classifier C might be used for any

purpose. C could be a method of deciding whether there is an epidemic outbreak, or

whether a banking customer will default on a loan to be given by a private company.

There are many studies on how C can be built on D by A in a privacy preserving

manner. However, to the best of our knowledge, there is no solution that discusses how

attributes of D can be selected - in a differentially private manner - before C is built.

We list our contributions below:

• We propose a differentially private method of attribute selection for classification.

2



• We empirically analyze the performance of this solution on various real-life data

sets.

• We implement our solutions in WEKA [6].

In this thesis, our study is based on the differential privacy approach. In Chapter 2 and

Chapter 3, we give general information about differential privacy and feature selection

which are the techniques we use. In Chapter 4, we explain main results of our study.

Experimental results of the study are presented and discussed in Chapter 5. Chapter

6 compares our work against existing studies. Finally, in Chapter 7, we sum up our

discussion and present alternatives for future work.
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Chapter 2

Differential Privacy Overview

In recent years, differential privacy has emerged as one of the best techniques for pro-

tecting the privacy of individuals. Differential privacy is applied before publishing the

results of aggregate, statistical queries on a data set. While techniques like k-anonymity

focus on overall data privacy, differential privacy is interested in the privacy of indi-

viduals. It is not affected by adding or removing data, and it still protects privacy of

individuals.

In privacy techniques, data sanitization branch on two different types which are inter-

active and non-interactive. In non-interactive process, the privacy of related data is

provided by various methods. People, who want to reach those data, study on altered

data instead of the original data. In active process, there is a middle-ware between data

and user. Although user studies on the original data, middle-ware sends perturbed re-

sults to the user. Differential privacy is an active privacy technique and also works as

a noise generator.

Definition 2.1. [3] A randomized function κ gives ε-differential privacy if for all data

sets D1 and D2 differing on at most one element, and all S ⊆ Range(κ),

Pr[κ(D1) ∈ S] ≤ eε × Pr[κ(D2) ∈ S] (2.1)

Mechanism κ should give the same result on any two data sets that differ in only one

record with probability eε. This means, any attack on an individual would have been

successful even if his/her data were not included in the data set.
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ResearcherDatabase

Statistical Query

Result + Noise

Figure 2.1: Differential privacy

A statistical query cannot be used to directly reach the contents of the tables. Instead,

with statistical queries, one can only obtain aggregate results like "select count(*)".

Other types of queries will be disregarded.

Based on these pieces of information D1 and D2 sibling data sets with one individual

difference, differential privacy guarantees that the distance between results of a query

is less than eε for two data sets and also ε is adjustable. Assigning a small value

to ε causes a slight difference in query results for that data sets. This ensures that

malicious people will be unable to predict whether the result is derived from D1 or D2.

This makes malicious people confused to extract private information via queries. Thus,

differential privacy provides privacy by masking presence or absence of the record.

Figure 2.1 shows that noise is added to query results to mask real results before a user

receives them. Noise amount changes with respected to the desired level of privacy. As

noise gets larger, privacy protection gets stronger and results will be less predictable.

Noise amount changes with the sensitivity rate of the query results.

Most common usage of differential privacy is adding random noise with Laplace distri-

bution to the query results.

2.1 Sensitivity

Sensitivity is the largest difference between query results of any two sibling data sets.

In other words, this is the maximum amount, over the domain of f , that any single

argument to f , that is, any single row in the database, can change the output [7].
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Definition 2.2. [7] For query set Q = {Q1, Q2, . . . , Qn} let ∆ denote the sensitivity of

Q such that:

∆ = ∀max‖SD(Q)− SD
′
(Q)‖1 (2.2)

If we consider all query sets, this formula will become:

∆ =

n∑
i=1

‖SD(Qi)− SD
′
(Qi)‖1 (2.3)

For example,

Q =

SELECT COUNT(*) FROM T WHERE X = ‘M’,

SELECT COUNT(*) FROM T WHERE Y > 40 ,
(2.4)

2

1

M

F

40

3

4

Y

X

Consider a data set D = {r1, r2, . . . , rk} and consider a sibling D
′

of

D: D
′

= {r1, r2, . . . , r
′
k} There will be 16 different combinations considering the single

record on which D and D
′

differ.

6



• rk ∈ 1 & rk
′ ∈ 1 , same result for Q1 and Q2

• rk ∈ 1 & rk
′ ∈ 2 , QD1

′
= QD1 +1

• rk ∈ 1 & rk
′ ∈ 3 , QD1

′
= QD1 +1

• rk ∈ 1 & rk
′ ∈ 4 , QD1

′
= QD1 +2

• rk ∈ 2 & rk
′ ∈ 1 , QD1

′
= QD1 +1

• rk ∈ 2 & rk
′ ∈ 2 , same result for Q1 and Q2

• rk ∈ 2 & rk
′ ∈ 3 , QD1

′
= QD1 +2

• rk ∈ 2 & rk
′ ∈ 4 , QD1

′
= QD1 +1

• rk ∈ 3 & rk
′ ∈ 1 , QD1

′
= QD1 +1

• rk ∈ 3 & rk
′ ∈ 2 , QD1

′
= QD1 +2

• rk ∈ 3 & rk
′ ∈ 3 , same result for Q1 and Q2

• rk ∈ 3 & rk
′ ∈ 4 , QD1

′
= QD1 +1

• rk ∈ 4 & rk
′ ∈ 1 , QD1

′
= QD1 +2

• rk ∈ 4 & rk
′ ∈ 2 , QD1

′
= QD1 +1

• rk ∈ 4 & rk
′ ∈ 3 , QD1

′
= QD1 +1

• rk ∈ 4 & rk
′ ∈ 4 , same result for Q1 and Q2

Within all of these combinations, maximum difference is obtained by rk ∈ 1 & rk
′ ∈ 4

and rk ∈ 2 & rk
′ ∈ 3 or rk ∈ 4 & rk

′ ∈ 1 and rk ∈ 3 & rk
′ ∈ 2. So, the difference of

query results will be at most 2. Therefore, sensitivity is also 2 in this example.

Notice that ∆ is independent of the data set in use. ∆ is defined on all pairs of sibling

data sets. This means, ∆ is a function of the query set and not the underlying data

set. This shows us that differential privacy is a strong protection mechanism, because

it works over the entire universe of all data sets based on the semantics of the queries

issued to the database.

Sensitivity computation is central in the application of differential privacy. Unfortu-

nately, for a given query set, computing the sensitivity is a proven to be NP-hard

[8].
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Chapter 3

Feature Selection

Feature selection is the process to select the best subset of features towards building a

classifier on a data set. Using all of the features can often be an unnecessary approach

because the data set has lots of features and some of them may be coding the same

information redundantly and some of them may be irrelevant for the classification task.

Data miner should pick the most useful features to decrease the execution time and

maximize classification accuracy.

Another motivation for feature selection is that we want to create the smallest model

which ignores input features that has little effect on our output. By ignoring unneces-

sary features we decrease our model size.

Feature selection process can be done with three different approaches. Those approaches

are filter method, wrapper method and embedded method.

3.1 Filter Approach

Filter approach does not handle the effect of the selected feature subset on the induction

algorithm. Also in this approach, a statistical measure is applied for assigning a score

to each feature. The features are ranked by their scores. Features should be removed

are chosen based on this ranking.

Filter methods are interested in features that are independent of each other. A few

examples of scoring functions are the chi-squared test, information gain and correlation

coefficient scores.

8



3.2 Wrapper Approach

Unlike the filter method, wrapper method associates the induction algorithm with the

feature selection step. In wrapper method [9], the induction algorithm is used as a

“black box” by the subset selection algorithm. Wrapper approach handles selection of

a subset of features as a search problem. Almost every possible combination is evaluated

and compared with others. For example, recursive feature elimination algorithm is a

commonly used wrapper method.

3.3 Embedded Approach

In embedded approach, similarly to wrapper methods, feature selection is linked to

the classification stage. This link, which is being in this case much stronger as the

feature selection in embedded methods, is included into the classifier construction[10].

Example of these approaches can be LASSO, Elastic Net and Ridge Regression.

After feature selection, we have to check convenience by controlling the accuracy of

the resulting model. We divide our data set into test and train data sets to make this

control and if we want to better approximate real results, the data set is divided into

more parts and a stratified cross validation is employed.

3.4 Cross Validation

The data set is divided into n parts with n-fold cross validation. n− 1 parts are used

for creating our model for training. This model is used for estimating the accuracy

on an arbitrary data set using the part that is reserved for testing. This process

continues n times and accuracy rate of model is calculated by averaging the n accuracy

measurements.

A common value for n of n-fold cross validation is 10. Below, we show how cross

validation is applied when n = 3:

9



Complete Data Set

Part 1 Part 2 Part 3

Figure 3.1: First step of cross validation

We divide our data set into three parts as shown in Figure 3.1. For it contains three

parts it is named 3-fold cross validation.

Part 1 Part 2 Part 3

Test Set Training Set

Figure 3.2: Second step of the cross validation

We select one of these parts for testing and other parts will be used for training. This

is shown in Figure 3.2.

10



Part 1 Part 2 Part 3

Test Set

Training Set

Figure 3.3: Third step of the cross validation

After executing the previous partition, we change our selection about test and train

sets as shown in Figure 3.3 and Figure 3.4.

Part 1 Part 2 Part 3

Test SetTraining Set

Figure 3.4: Fourth step of the cross validation

At the end of this process, we examine the performance with 3 different training data

sets 3 times. Every time test and training sets have different element. General accuracy

and error rate of the model is calculated as the average of each separate steps’ result.

11



Chapter 4

Proposed Solution

Consider a data set that is protected by differential privacy. Any access to this data

set is restricted to statistical queries, responses to which will be perturbed based on

the sensitivity of the query set. We attack exactly the problem of selecting a relevant

set of features from this data set without violating differential privacy. The problem of

building a classifier according to differential privacy is left out. On this aspect of the

problem we refer readers to existing studies covered in Chapter 6.

In Section 4.1, we discuss the pre-processing steps applied on our data sets used in our

experimental analysis. In Section 4.2, we explain the steps of selecting an appropriate

attribute evaluator and search method. In Section 4.3, we analyze the sensitivity of

our attribute selection methods. Section 4.4 explains the filtering step and finally in

Section 4.5, we explain how we apply classification.

4.1 Preparing the Data Set

In this process, we arrange our data set for preparing it to run our code. The data set

has missing or out of range values. There are many ways to handle missing data. We

choose removing records with missing values because there is a small amount of records

with missing values in our data sets. Alternative techniques for handling missing values

are imputation, partial imputation, partial deletion, full analysis or interpolation.

We use list-wise deletion method which is a subtopic of partial deletion method. In

list-wise deletion, an entire record is excluded from analysis if any single value of the

record is missing [11]. Here is an example to explain list-wise deletion on our mushroom

data set:

12



veil-color ring-no ring-type spore-print-color population habitat class

w t p r v m p

w t e w c w e

w o ? h v g p

w t e w c w e

w o l h y p p

w o p h v ? p

w o l h v d p

w o l h v d p

Table 4.1: Before applying list-wise deletion

In the mushroom data set there are 22 attributes and one class attribute. We choose

a few of these attributes to show list-wise deletion execution of our subject. Class

attribute shows which mushroom is edible or poisonous in this data set and in the

example, every attribute is represented with the first letter of domain value. Using list-

wise deletion, we remove rows 3 and 6 from the sample before performing any further

analysis.

veil-color ring-no ring-type spore-print-color population habitat class

w t p r v m p

w t e w c w e

w t e w c w e

w o l h y p p

w o l h v d p

w o l h v d p

Table 4.2: After applying listwise deletion

4.2 Attribute Selection

In the WEKA library, there are two steps of attribute/feature selection:

• Selecting appropriate attribute evaluator, and

• Selecting appropriate search method.

13



4.2.1 Selecting an Attribute Evaluator

In WEKA, for making attribute selection we have to select an attribute evaluator

which computes an individual feature’s necessity and importance for that data set.

There are 15 different attribute/subset evaluators. We choose ChiSquaredAttributeEval

and InfoGainAttributeEval attribute evaluators because these methods can be easily

translated to a query set over a statistical database model and their sensitivity level is

lower compared to more complex attribute selection methods.

4.2.1.1 ChiSquaredAttributeEval

A chi-squared test aims at analyzing categorical data. Before applying this test, a

contingency table has to be built. This contingency table contains count values of each

category across distinct class values. Therefore, data should be counted and divided

into categories at the first step.

Chi-squared test does not work with parametric or continuous attributes. An example

of a continuous attribute can be weight of a person or temperature of the weather.

Even though temperature of the weather would not be appropriate for a Chi-square

test, arranging the weather into categories as “rainy” and “sunny” would be a sufficient

transformation. This process is called discretization.

An example contingency table from the mushroom data set is given below:

Poison Edible Total

White 465 1035 1500

Brown 680 320 1000

Total 1145 1355 2500

Table 4.3: Test table on mushroom dataset

The estimated value for each cell is calculated by multiplication of the column total

value and sum of row values and dividing this result with total value of the table.

Therefore, for our test table the expected value of white poisonous mushroom is (1500∗
1145)/2500 or 687 and test table with expected values will be like this:

14



Poison Edible Total

White 465 (687) 1035 (813) 1500

Brown 680 (458) 320 (542) 1000

Total 1145 1355 2500

Table 4.4: Test table on mushroom dataset with expected values

4.2.1.2 InfoGainAttributeEval

Before explaining the information gain attribute evaluator, we need to discuss the sub-

ject of attribute entropy. Entropy characterizes the (im)purity of an arbitrary collection

of examples [12].

E(S) = −
n∑
i=1

pi log2 (pi) (4.1)

Entropy is based on the information theory. A large decrease in entropy means larger

information gain. After computing the total entropy of data sets partitioned on each

attribute, we can find how much information can be gained upon partitioning a data

set on an attributes. While selecting an attribute A, our information gain is calculated

with this formula:

Gain(A) = E(p, n)− E(A) (4.2)

To select an attribute using information gain, Gain(A) is computed for each attribute

A and the one that provides the highest gain in information content is selected. In the

formula above, E(p, n) represents total information gain of class.

4.2.2 Selecting Search Method

There are 10 search algorithms in the WEKA library. We use the ranker search algo-

rithm. Ranker search ranks attributes by their individual evaluations. As discussed in

Chapter 5, we will select the best n-features of a data set, where n will be an experiment

parameter.
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Ranker search computes the score of each attribute only once and then lists all attributes

in increasing order of their scores. This search method is more suitable to our problem

setup due to its rather low sensitivity compared to other search algorithms.

When building our solution, we have also considered other search algorithms like subset

evaluation. However, sensitivity of these algorithms were computed to be prohibitive.

In the next section, we present our analysis for the ranker algorithm. Any work of ours

on subset evaluation algorithm are omitted.

4.3 Adding Noise

We choose Laplace distribution which produces a random noise depending on a given

seed and lambda value. In Chapter 3, we explained noise, noise types, Laplace noise

and formulas.

As previously mentioned, the amount of added noise depends on the sensitivity of

the issued query set. Once sensitivity is available, the noise is sampled using Laplace

distribution and λ = ∆
ε is decided as the magnitude of the distribution for ε-differential

privacy.

In Chapter 3, we also defined sensitivity showed how it is calculated on an example. In

our study, we extract a formulation for generalizing sensitivity calculation for all data

sets. To give an another example for two attributes A1 and A2;

A1

Y N

Y a c

N b d

A2

Y N

Y e f

N g h

Figure 4.1: Contingency tables of A1 and A2

Suppose each cell is queried by itself.

Q =

Select count(*) from T group by Class, A1

Select count(*) from T group by Class, A2
(4.3)

In this example maximum difference for A1, A2, and class attribute Class will be

obtained by changing (Y, Y, N) to (N, N, P). This is because every attribute has 2

16



sensitivity here and there are two attributes so total sensitivity is sum of their sensitivity

values and this is 4.

If we generalize this calculation our formulation will be like below:

∆ = (Number Of Attributes− 1)× 2 (4.4)

Minus 1 difference above is for eliminating the class attribute from this calculation.

4.4 Filtering

There are lots of filters in the WEKA library under the subcategories supervised and

unsupervised. We choose the remove filter to get rid of attributes that are not selected.

Once selected attributes are chosen based on infogain and chisquare, we remove any

attributes that are not selected using the unsupervised remove filter of WEKA. This

filter takes as input, the list of attributes to be removed and the sensitivity of this

operation is 0.

4.5 Classification

Classification has two main steps. The first step is creating a model based on labeled

data. This step is also called the learning step. In the second step, the model built is

tested over the remaining labeled data and if the predicted accuracy of the model is at

an acceptable level, the model is adapted.

To give an example about classification, some decision making processes in the health

care domain can be considered. At the end of test results obtained from patient records,

we can decide whether a new person is sick or not based on her/his tests results. There

are several techniques that can be used for classification such as decision tree induction,

neural networks and Bayesian methods.

Our classification method is the Naive Bayes Classifier method. There is no specific

reason to select this classifier, all of our experiments can also be run with other clas-

sifiers. We did not vary classification methods because of our focus in this work is to

capture effect of attribute selection on classification accuracy.
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4.5.1 Naive Bayes Classifier

Naive bayes is a probabilistic classifier based on the Bayes theorem. In Naive Bayes

classifier, all features are considered to be independent of the value of any other features.

Bayes theorem is formulated below:

p(A|B) =
p(A)p(B|A)

p(B)
(4.5)

P (A|B) : conditional probability of A given B.

P (B|A) :conditional probability of B given A.

P (x) : prior probability of event x.

Naive Bayes decides on the class value using this probabilistic calculations on data set.

In the first step, system learns and models presented data. In the second step, accuracy

of the model is tested using the test data set.

For a data set with n features Naive Bayes formulation is given below:

p(Ck|x)× p(x) = p(Ck)× p(x|Ck) (4.6)

In Naive Bayes formulation x represents features vector between 1 to n x = x1, x2, . . . , xn.

If p(x) represented as a feature vector:

p(x) =
L∑
i=1

p(x|Ck)p(Ck) (4.7)

Class of new data is decided by probabiliy’s results. Data is classified as the biggest

result’s class label.
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Chapter 5

Experimental Results

In this chapter, we analyze our study processed on three different data sets which

have different number of instances and attributes and then we empirically analyze our

solution based on results from those different data sets. In Table 5.1, we describe the

data sets we used in our experiments. We have picked one data set that has a large

number of records (adult), one that has a large number of attributes (mushroom) and

one that contains a hard-to-learn classification model.

Data set Name # of Attributes # of Instances # of Classes NB Error Rate

Mushroom 22 8124 2 2.71

Nursery 8 12960 2 9.03

Adult 14 48841 2 16.98

Table 5.1: Dataset descriptions

There are 3 important factors that may affect the performance of our solution. These

are:

i Privacy parameter epsilon,

ii Number of instances,

iii Number of attributes to be selected.

Naturally, we evaluate the performance of our solution based on error rates of classifica-

tion. We do not analyze the complexity of our solution because adding noise to counts

that already are generated is minimal, especially in large data sets.

Default values of the parameters for each data set are listed below:
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Data set Name Epsilon Pct. of Instance Attribute

Mushroom 0.3 100% 11

Nursery 0.15 100% 4

Adult 0.05 100% 7

Table 5.2: Default parameters

In what follows, we will look at the effects of each of these parameters one by one. We

start with privacy parameter epsilon, since its default value was set during these set

of experiments. For each data set, default value of epsilon is decided through a search

mechanism.

We plot our results for each data set separately. Each section below contains 3 figures

for our 3 data sets and separate discussions.

5.1 Effects of Changing Epsilon

As below, there are graphs which show effects of varying epsilon value on our data sets,

features of which were represented before.

Figure 5.1 shows percentage of error rate on classification using two subset evaluators

(chisquared, infogain) for changing epsilon values. Noisy and clear data of mushroom

data set are used for this experiment. As we can see, noise effects are more visible in

the beginning. The reason is our noise formulation, λ = ∆
ε . Small epsilon value causes

big lambda value. So it means bigger noise amount. While epsilon value is increasing,

noise effect disappears, noisy lines get closer to the noiseless and Naive Bayes lines that

the prove formulation again.
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Figure 5.1: Varying epsilon value graph on mushroom data set

Figure 5.2 shows percentage of error rate on classification using two subset evaluators

(chisquared, infogain) for changing epsilon values on the nursery data set. Noise devi-

ations are visible up to 0.15 value but on continued epsilon values after 0.15, epsilon

value increases, noisy lines join to the noiseless and Naive Bayes lines. This form of

graph is also similar to the mushroom data set on varying epsilon values.

21



P
er

ce
n
ta

ge
of

In
co

rr
ec

t
C

la
ss

ifi
ca

ti
o
n

Epsilon

0

10

20

30

40

50

0 0.05 0.1 0.15 0.2 0.25 0.3

Naive Bayes
VEIGNoiseT

××

×

××

×

×

×

××××××××××××××××××××××

×
VEIGNoiseF

������������������������������

�
VECSNoiseT

4

4

4

4

44

4

4

4

44

44

4

4444444444444444

4
VECSNoiseF

H H H H H H H H H H H H H H H H H H H H H H H H H H H H H H

H

Figure 5.2: Varying epsilon value graph on nursery dataset

Figure 5.3 shows percentage of error rate on classification using two subset evaluators

(chisquared, infogain) for changing epsilon values. In this graph we can see that al-

though the noiseless results have straight line and beside Naive Bayes error rate, noisy

results have zigzag structure between 0 to near 0.5 and effects of noise are active in this

interval.
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Figure 5.3: Varying epsilon value graph on adult dataset

5.2 Effects of Changing Instance

Figure 5.4 shows effect on error rate for classification of changing instances with different

subset evaluators, which are chisquared and infogain, applied to perturbed and noiseless

data of the mushroom data set taken from UCI[13].

As we see that noisy situations lead a parallel path to results of noiseless chisquare and

infogain evaluators but there is a small difference value of error rate between them.

Error rate of noisy results both provide us to find out expected effect with tracing the

noiseless results in a similar form with little diversion and finally gradually approaching

to it.

In every steps, path of noisy lines are connected with path of noiseless lines in many

points and changing interval is fairly low. As instance percentage increases, all results

error is decreasing and come close to Naive Bayes result. This behaviour is expected

because making noise on data sets cannot create same effect while number of instance

is increasing. Increasing the number of instances increases stability of classification

because of increasing test data.

23



P
er

ce
n
ta

ge
of

In
co

rr
ec

t
C

la
ss

ifi
ca

ti
o
n

Percentage of Instances

0

5

10

15

20

25

30

0 10 20 30 40 50 60 70 80 90 100

Naive Bayes
VIIGNoiseT

+

+

+
+

+ +
+

+
+ + +

+
+

+ + + + + + +

+
VIIGNoiseF

�

�

� �
� � � � � � � � � � � � � � � �

�
VICSNoiseT

•

•

• •
• • • •

•
• • •

•
•
• • • • • •

•
VICSNoiseF

O

O

O O
O O O O O O O O O O O O O O O O

O

Figure 5.4: Varying percentage of instance graph on the mushroom data set

In Figure 5.5, we aimed to analyze results in different perspectives using box plot dia-

grams because investigating significance of the difference of noisy and noiseless results

can be difficult at some points as we are operating our instance graphs with using little

intervals of percentages. We also apply this process to other instance graphs of data

sets. Due to 5.5, we can extract that mean and max values of noisy data is larger

than noiseless data. This is the reason of why lengths of noiseless boxplot results are

more taller than lengths of noisy boxplot. Repeated experiments are showing the same

results as they should be in 5.7 and 5.9
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Figure 5.5: Varying percentage of instance boxplot graph on mushroom data set
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Figure 5.6 shows effect on error rate on classification of changing instances with different

subset evaluators, which are chisquared and infogain, applied to perturbed and noiseless

data of the nursery data set. As it seen, the more instances are taken into evaluator

the more stable (lower) pct. of error rate are produced for the nursery data set.
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Figure 5.6: Varying percentage of instance graph on the nursery data set

Although selected epsilon value is closer to used in analyzing of the mushroom data set,

given noise seems less because the instance number of the nursery data set is much more

than mushroom. With more instance, training data number also increases. Increasing

training data makes classification easier and cause to decrease error rate.
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Figure 5.7: Varying percentage of instance boxplot graph on the nursery data set
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Figure 5.8 shows effect on error rate on classification of changing instances with different

subset evaluators, which are chisquared and infogain, applied to perturbed and noiseless

data of the adult data set. In this example, noisy chisquare and infogain results also

have parallel form with noiseless chisquare and infogain results but only little difference

between them.
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Figure 5.8: Varying percentage of instance graph on the adult data set

This data set is a very big data set with 48841 instance so to see effects of noise on this

data set more difficult but we can see changing effects in the beginning of the graph

and this effects disappearing close to the 100%. We set default epsilon value less than

the mushroom and nursery data set’s default epsilon value. Because less epsilon value,

makes noise greater and more instance number want more noise adding to see the result

effect.In the beginning less instance count(5%) cause to classifier’s find true classes but

increasing instance number it’s difficult to select true classes.

Noisy results can be seen above the noiseless lines. Noisy results error rate both provide

wanted effect with little diversion and close to the noiseless results with similar form.
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Figure 5.9: Varying percentage of instance boxplot graph on the adult data set
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5.3 Effects of Changing Attribute

Figure 5.10 shows percentage of error rate on classification using two subset evalua-

tors (chisquared, infogain) for changing attribute numbers on the mushroom data set.

Selecting less attribute cause to classification more easy first part(0-10). After 10 at-

tribute both noiseless and noisy results error rates increasing because of more attributes

mislead classifier while choosing right class. Through last attributes noisy and noiseless

lines get close to Naive Bayes line as in the end we select every attribute.
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Figure 5.10: Varying number of attribute graph on the mushroom data set

Figure 5.11 shows percentage of error rate on classification using two subset evaluators

(chisquared, infogain) for changing attribute values on the nursery data set. This result

form is little different from mushroom result. We increase attribute number every step

and selecting is in order. Mushroom’s first attributes more dominant on classification.

While # of attributes are increasing, noise effects are appearing. Towards the end of

graph, all lines (noisy and noiseless) get close Naive Bayes pct error line.

Mushroom has a special situation with class distribution and difference’s reason is

that. Mushroom classes pct is very similar each other (edible 51.8%, poison 48.2%)

and adding noise with little attribute influence in a better way, cause less error rate

first part of mushroom varying attributes graph.
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Figure 5.11: Varying number of attribute graph on the nursery data set

Figure 5.12 shows percentage of error rate on classification using two subset evaluators

(chisquared, infogain) for changing attributes on the adult data set. This graph look

alike to Figure 5.11, varying attribute graph the nursery data set but more softer than.

The Adult data set has more instance two times from the nursery data set and has also

more attribute this make adult graph’s transitions softer.
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Figure 5.12: Varying number of attributes graph on the adult data set
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Chapter 6

Related Work

Many studies has been done in the field of data security and privacy. As we men-

tioned in Chapter 1, data sanitization techniques are one of them. Sweeney [1] made a

study about combining generalization and suppression to achieve k-anonymity. Aggar-

wal showed ineffectiveness of k-anonymity (difficulty of anonymization) when data set

has a large number of attributes [14]. After several attacks on k-anonymity, l-diversity

notation was introduced. Machanavajjhala et al. [2] showed the ineffectiveness of k-

anonymity and proposed a new privacy definition called l-diversity. L-diversity, in ad-

dition to k-anonymity, is also concerned with the number of distinct values on sensitive

attributes within each anonymization group. L-diversity requires that each anonymiza-

tion group exhibit at least l different values on a sensitive attribute. Li et al. [15] further

limits this constraint by requiring that the distribution of a sensitive value within an

anonymization group resemble that of the entire population as closely as possible.

Differential privacy is provided by data perturbation and data perturbation includes

data swapping, adding noise to the values, adding noise to the result of the query and

sampling. Zou et al. [16] handle data modification and data swapping. They represent

a new method that makes data swapping steps easier by reducing execution time on

large data sets. Evans et al. [17] discusses how noise may be added to micro-data.

Shlomo et al. [18] focus on sampling perturbation with using probabilistic differential

privacy on their study. The work by Kadampur et al. [19] shows how decision trees

can be constructed according to differential privacy.

Feature selection methods can be categorized as filter methods, wrapper methods and

embedded methods. Most popular method of all is the filter method. Filter method,

which also we used in our study, calculates scores according to evaluator functions for

each attribute and selects the best n features by order of their scores. Yang et al. [20]
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shows that information gain and chi-square are the most effective methods of feature

selection on filter method studies.

Soria-Comas et al. [21] studied a different branch of differential privacy. Their study is

on finding the optimal data-independent noise distribution that achieves ε-differential

privacy and gives better results on multi-varied query functions.

There are also lots of studies on specific application areas of differential privacy like

patient’s data security. Guang et al.[22] applies differential privacy to patient data sets

over the framework PINQ to give better results. Lee et al.[23] studied mobile privacy

of wellness in health care services with feature selection. Divanis et al.[24] presents a

survey of algorithms which provide privacy preserving of electronic health records while

publishing.
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Chapter 7

Conclusion

We aimed to bring rates of possible classification errors to an optimal level by using

differential privacy with feature selection. We reached successful results by maintaining

utility and privacy at the same time. Generally in experimental results, lines that show

noisy and noiseless results are close to each other and it gives results strayed from clear

data. We also show Naive Bayes error rates in our figures to e selection, no privacy

case. We applied our study to a lot of data sets but listed here only a subset of results

for representative data sets.

In future work, we plan to investigate alternative querying strategies for infogain and

chisquare attribute evaluation strategies. We will also expand the set of evaluators

and experiment with other classification methods such as decision tree induction. In

addition to these, another research alternative would be applying differential privacy

to other pre-processing tasks of classification such as supervised discretization.
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Appendix A

Graphical User Interface for Empirical Analysis

Figure A.1 is the graphical user interface of our program. Processing file represents

name of the currently processed arff file. Specified path is same with path of the

program jar file. If more than one file is wanted to be executed, jar of the program

should be placed in the same path and this means more than one file can be executed

at the same time. While program is running, we can see percentages of remaining time

to finish currently work. The arff files that finish execute are placed in the classified

files box as shown in Figure A.2.

Figure A.1: Program is progressing .arff files

If we want to see the results obtained from a data set, firstly we should select by

clicking the file in classified files box and select which parameters results we want to

see by clicking buttons epsilon, instance and attribute. We can change X range and

Y range from interface of the program and also if we want to repeat generation by

changing epsilon value, we can update from pre-settings. After update generate button

will be active, with clicking this button all analysis run again with desired epsilon

values.
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Figure A.2: Program completed the process

Source code of the software developed as part of this thesis can be reached at the

following URL address from SourceForge.Net: https://sourceforge.net/projects/

dataprivacynoiseanalyser/
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