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#### Abstract

In this paper, we study global robust asymptotic stability of the equilibrium point for neural networks with multiple time delays. By employing suitable Lyapunov functionals, we derive a set of delay independent sufficient conditions for global robust asymptotic stability of this class of neural networks. Some examples are constructed to compare the reported results with the related existing results. This comparison proves that our results establish a new set of robust stability criteria for delayed neural networks. It is also demonstrated that the reported results can be easily verified as they can be expressed in terms of the network parameters only.
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## 1. INTRODUCTION

In recent years, neural networks have been applied to various signal processing problems such as optimization, image processing and associative memory design. In such applications, it is important to know the convergence properties of the designed neural network. One of the key convergence properties of neural networks is the existence, uniqueness and global asymptotic stability of the equilibrium point. One may refer to [1]-[22] and the references therein for various stability results for different neural network models with or without delays. In the physical implementation of neural networks, the network parameters may be subject to some random errors. In such cases, it is important to investigate robust stability properties of neural networks. Recently, some important results concerning the equilibrium and stability properties of different classes of neural networks with time delays have been reported [23]-[34]. In the present paper, we will obtain new sufficient conditions for the global robust asymptotic stability of neural networks with multiple time delays.

[^0]The delayed neural network model we consider is described by the following differential equations :

$$
\begin{equation*}
\frac{d x_{i}(t)}{d t}=\quad-c_{i} x_{i}(t)+\sum_{j=1}^{n} a_{i j} f_{j}\left(x_{j}(t)\right)+\sum_{j=1}^{n} b_{i j} f_{j}\left(x_{j}\left(t-\tau_{i j}\right)\right)+u_{i}, \quad i=1,2, \ldots, n \tag{1}
\end{equation*}
$$

where $n$ is the number of the neurons, $x_{i}(t)$ denotes the state of the neuron $i$ at time $t$, $f_{i}(\cdot)$ denote activation functions, $a_{i j}$ and $b_{i j}$ denote the strengths of connectivity between neurons $j$ and $i$ at time $t$ and $t-\tau_{i j}$, respectively; $\tau_{i j}$ represents the time delay required in transmitting a signal from the neuron $j$ to the neuron $i, u_{i}$ is the constant input to the neuron $i, c_{i}$ is the charging rate for the neuron $i$.

For $\tau_{i j}=\tau_{j}$, neural network model (1) is of the form :

$$
\dot{x}_{i}(t)=-c_{i} x_{i}(t)+\sum_{j=1}^{n} a_{i j} f_{j}\left(x_{j}(t)\right)+\sum_{j=1}^{n} b_{i j} f_{j}\left(x_{j}\left(t-\tau_{j}\right)\right)+u_{i}, \quad i=1,2, \ldots, n
$$

which can be written in the compact form as follows

$$
\begin{equation*}
\dot{x}(t)=-C x(t)+A f(x(t))+B f(x(t-\tau))+u \tag{2}
\end{equation*}
$$

where $x(t)=\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right)^{T} \in R^{n}, C=\operatorname{diag}\left(c_{i}>0\right)_{n \times n} A=\left(a_{i j}\right)_{n \times n}$, $B=\left(b_{i j}\right)_{n \times n}, u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T}$ and $f(x(t))=\left(f_{1}\left(x_{1}(t)\right), f_{2}\left(x_{2}(t)\right), \ldots, f_{n}\left(x_{n}(t)\right)\right)^{T}$ and $f(x(t-\tau))=\left(f_{1}\left(x_{1}\left(t-\tau_{1}\right)\right), f_{2}\left(x_{2}\left(t-\tau_{2}\right)\right), \ldots, f_{n}\left(x_{n}\left(t-\tau_{n}\right)\right)\right)^{T}$.

The parameters $A=\left(a_{i j}\right), B=\left(b_{i j}\right)$ and $C=\operatorname{diag}\left(c_{i}>0\right)$ are assumed to be intervalized as follows

$$
\begin{align*}
& C_{I}:=\left\{C=\operatorname{diag}\left(c_{i}\right): 0<\underline{C} \leq C \leq \bar{C}, i . e ., 0<\underline{c}_{i} \leq c_{i} \leq \bar{c}_{i}, i=1,2, \ldots, n\right\} \\
& A_{I}:=\left\{A=\left(a_{i j}\right): \underline{A} \leq A \leq \bar{A}, i . e ., \underline{a}_{i j} \leq a_{i j} \leq \bar{a}_{i j}, i, j=1,2, \ldots, n\right\}  \tag{3}\\
& B_{I}:=\left\{B=\left(b_{i j}\right): \underline{B} \leq B \leq \bar{B}, i . e ., \underline{b}_{i j} \leq b_{i j} \leq \bar{b}_{i j}, i, j=1,2, \ldots, n\right\}
\end{align*}
$$

We will assume that the functions $f_{i}$ satisfy the following condition :
There exist some positive constants $\mu_{i}$ such that

$$
0 \leq \frac{f_{i}(x)-f_{i}(y)}{x-y} \leq \mu_{i}, \quad i=1,2, \ldots, n, \quad \forall x, y \in R, x \neq y
$$

This class of functions will be denoted by $f \in \mathcal{K}$.

## 2. PRELIMINARIES

The concept of robust stability for neural networks is given by the following definition :

Definition 1 (31). The neural network defined by (1) or (2) with the parameter ranges defined by (3) is globally asymptotically robust stable if the unique equilibrium point $x^{*}=$ $\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)^{T}$ of the neural system is globally asymptotically stable for all $C \in C_{I}, A \in A_{I}$ and $B \in B_{I}$.

We view some basic facts about norms of vectors and matrices. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{T} \in$ $R^{n}$. The three commonly used vector norms are $\|v\|_{1},\|v\|_{2},\|v\|_{\infty}$ which are defined as :

$$
\|v\|_{1}=\sum_{i=1}^{n}\left|v_{i}\right|, \quad\|v\|_{2}=\sqrt{\sum_{i=1}^{n} v_{i}^{2}}, \quad\|v\|_{\infty}=\max _{1 \leq i \leq n}\left|v_{i}\right|
$$

If $Q=\left(q_{i j}\right)_{n \times n}$, then $\|Q\|_{1},\|Q\|_{2}$ and $\|Q\|_{\infty}$ are defined as follows :

$$
\|Q\|_{1}=\max _{1 \leq i \leq n} \sum_{j=1}^{n}\left|q_{j i}\right|, \quad\|Q\|_{2}=\left[\lambda_{\max }\left(Q^{T} Q\right)\right]^{1 / 2},\|Q\|_{\infty}=\max _{1 \leq i \leq n} \sum_{j=1}^{n}\left|q_{i j}\right|
$$

Throughout this paper, for $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{T},|v|$ will denote $|v|=\left(\left|v_{1}\right|,\left|v_{2}\right|, \ldots,\left|v_{n}\right|\right)^{T}$. For any real matrix $Q=\left(q_{i j}\right)_{n \times n}$, the matrix $|Q|$ will denote $|Q|=\left(\left|q_{i j}\right|\right)_{n \times n}$, and $\lambda_{m}(Q)$ and $\lambda_{M}(Q)$ will denote the minimum and maximum eigenvalues of $Q$, respectively. If $Q=\left(q_{i j}\right)_{n \times n}$ is a symmetric matrix, then, $Q>0(<0)$ will imply that $Q$ is positive (negative) definite,i.e., $Q$ has all positive (negative) eigenvalues. For any two real matrices $P=\left(p_{i j}\right)_{n \times n}$ and $Q=\left(q_{i j}\right)_{n \times n}, P \leq Q$ will imply that $p_{i j} \leq q_{i j}$ for $i, j=1,2, \ldots, n$.

We will now express some key results that will play an important role in determining the sufficient conditions for the global robust stability of the equilibria of neural networks (1) and (2). Before proceeding any further, we will first observe the following :

Let define $A$ as $A \in A_{I}:=\left\{A=\left(a_{i j}\right): \underline{A} \leq A \leq \bar{A}, i . e ., \underline{a}_{i j} \leq a_{i j} \leq \bar{a}_{i j}, i, j=1,2, \ldots, n\right\}$. Then, $a_{i j}$ can be expressed as follows :

$$
\begin{aligned}
& a_{i j}=\frac{1}{2}\left(\bar{a}_{i j}+\underline{a}_{i j}\right)+\frac{1}{2} \sigma_{i j}\left(\bar{a}_{i j}-\underline{a}_{i j}\right), \\
& -1 \leq \sigma_{i j} \leq 1, \quad i, j=1,2, \ldots, n
\end{aligned}
$$

Define $A^{*}=\frac{1}{2}(\bar{A}+\underline{A}), A_{*}=\frac{1}{2}(\bar{A}-\underline{A})$, and $\tilde{A}=\left(\tilde{a}_{i j}\right)_{n \times n}$ with $\tilde{a}_{i j}=\frac{1}{2} \sigma_{i j}\left(\bar{a}_{i j}-\underline{a}_{i j}\right)$, where $-1 \leq \sigma_{i j} \leq 1, i, j=1,2, \ldots, n$. In this case, $A$ can be expressed as follows :

$$
A=\frac{1}{2}(\bar{A}+\underline{A})+\tilde{A}=A^{*}+\tilde{A}
$$

We are now in a position to prove the following result :

Lemma 1. Let $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in R^{n}$. If

$$
A \in A_{I}:=\left\{A=\left(a_{i j}\right): \underline{A} \leq A \leq \bar{A}, i . e ., \underline{a}_{i j} \leq a_{i j} \leq \bar{a}_{i j}, i, j=1,2, \ldots, n\right\}
$$

, then, the following inequality holds :

$$
x^{T}\left(A+A^{T}\right) x \leq x^{T}\left(A^{*}+A^{* T}+\left\|A_{*}+A_{*}^{T}\right\|_{2} I\right) x
$$

where $A^{*}=\frac{1}{2}(\bar{A}+\underline{A}), A_{*}=\frac{1}{2}(\bar{A}-\underline{A})$.

Proof. For $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in R^{n}$, we have

$$
\begin{aligned}
x^{T}\left(A+A^{T}\right) x & =x^{T}\left(A^{*}+A^{* T}\right) x+x^{T}\left(\tilde{A}+\tilde{A}^{T}\right) x \\
& =x^{T}\left(A^{*}+A^{* T}\right) x+x^{T} \tilde{A} x+x^{T} \tilde{A}^{T} x \\
& \leq x^{T}\left(A^{*}+A^{* T}\right) x+\left|x^{T}\right||\tilde{A}||x|+\left|x^{T}\right|\left|\tilde{A}^{T}\right||x|
\end{aligned}
$$

The fact that $\left|\tilde{a}_{i j}\right| \leq \frac{1}{2}\left(\bar{a}_{i j}-\underline{a}_{i j}\right), \quad i, j=1,2, \ldots, n$ implies that $|\tilde{A}| \leq A_{*}$. Hence, it directly follows that $\left|x^{T}\right||\tilde{A} \| x| \leq\left|x^{T}\right| A_{*}|x|$. Hence, we can write

$$
\begin{aligned}
x^{T}\left(A+A^{T}\right) x & \leq x^{T}\left(A^{*}+A^{* T}\right) x+\left|x^{T}\right| A_{*}|x|+\left|x^{T}\right| A_{*}^{T}|x| \\
& =x^{T}\left(A^{*}+A^{* T}\right) x+\left|x^{T}\right|\left(A_{*}+A_{*}^{T}\right)|x| \\
& \leq x^{T}\left(A^{*}+A^{* T}\right) x+\left\|A_{*}+A_{*}^{T}\right\|_{2} x^{T} x \\
& =x^{T}\left(A^{*}+A^{* T}+\left\|A_{*}+A_{*}^{T}\right\|_{2} I\right) x
\end{aligned}
$$

implying that

$$
x^{T}\left(A+A^{T}\right) x \leq x^{T}\left(A^{*}+A^{* T}+\left\|A_{*}+A_{*}^{T}\right\|_{2} I\right) x
$$

We will also make use of the following lemmas:

Lemma 2 (31). If $A \in A_{I}:=\left\{A=\left(a_{i j}\right): \underline{A} \leq A \leq \bar{A}, i . e ., \underline{a}_{i j} \leq a_{i j} \leq \bar{a}_{i j}, i, j=1,2, \ldots, n\right\}$, then, the following inequality holds :

$$
\|A\|_{2} \leq\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}
$$

where $A^{*}=\frac{1}{2}(\bar{A}+\underline{A}), A_{*}=\frac{1}{2}(\bar{A}-\underline{A})$.

Lemma 3 (1). If $H(x) \in C^{0}$ satisfies the following conditions
(i) $H(x) \neq H(y)$ for all $x \neq y$,
(ii) $\|H(x)\| \rightarrow \infty$ as $\|x\| \rightarrow \infty$,
then, $H(x)$ is homeomorphism of $R^{n}$.

## 3. Global Robust Stability Analysis

In this section, we present new sufficient conditions under which the neural systems defined by (1) and (2) asymptotically converge to a unique equilibrium point with the parameter uncertainties given by (3). In order to simplify the proofs, we will need to shift the equilibrium point $x^{*}$ of system (1) to the origin. If we let $z_{i}(\cdot)=x_{i}(\cdot)-x_{i}^{*}, \quad i=1,2, \ldots, n$, then, we note that the $z_{i}(\cdot)$ are governed by :

$$
\begin{equation*}
\dot{z}_{i}(t)=-c_{i} z_{i}(t)+\sum_{j=1}^{n} a_{i j} g_{j}\left(z_{j}(t)\right)+\sum_{j=1}^{n} b_{i j} g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right), \quad i=1,2, \ldots, n \tag{4}
\end{equation*}
$$

where $g_{i}\left(z_{i}(\cdot)\right)=f_{i}\left(z_{i}(\cdot)+x_{i}^{*}\right)-f_{i}\left(x_{i}^{*}\right), \quad i=1,2, \ldots, n$. It can easily be verified that the functions $g_{i}$ satisfy the assumptions on $f_{i}$, i.e., $f \in \mathcal{K}$ implies that $g \in \mathcal{K}$. We also note that $g_{i}(0)=0, i=1,2, \ldots, n$. It is thus sufficient to prove the stability of the origin of the transformed system (4) instead of considering the stability of $x^{*}$ of system (1).

For $\tau_{i j}=\tau_{j}$, (4) takes form :

$$
\begin{equation*}
\dot{z}(t)=-C z(t)+A g(z(t))+B g(z(t-\tau)) \tag{5}
\end{equation*}
$$

where $z(t)=\left(z_{1}(t), z_{2}(t), \ldots, z_{n}(t)\right)^{T}, g(z(t))=\left(g_{1}\left(z_{1}(t)\right), g_{2}\left(z_{2}(t)\right), \ldots, g_{n}\left(z_{n}(t)\right)\right)^{T}$ and $g(z(t-\tau))=\left(g_{1}\left(z_{1}\left(t-\tau_{1}\right)\right), g_{2}\left(z_{2}\left(t-\tau_{2}\right)\right), \ldots, g_{n}\left(z_{n}\left(t-\tau_{n}\right)\right)\right)^{T}$.

We now proceed with following result :

Theorem 1. Let $f \in \mathcal{K}$. Then, the neural network model (2) is globally asymptotically robust stable, if

$$
\Phi=\quad 2 r I-A^{*}-A^{* T}-\left\|A_{*}+A_{*}^{T}\right\|_{2} I-2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right) I>0
$$

where $A^{*}=\frac{1}{2}(\bar{A}+\underline{A}), A_{*}=\frac{1}{2}(\bar{A}-\underline{A}), B^{*}=\frac{1}{2}(\bar{B}+\underline{B}), B_{*}=\frac{1}{2}(\bar{B}-\underline{B})$ and $r=\min \left(\frac{c_{i}}{\mu_{i}}\right)$.

Proof. We first show that the conditions in Theorem 1 implies the existence and uniqueness of the equilibrium point. Define the following mapping associated with (2) :

$$
\begin{equation*}
H(x)=-C x+A f(x)+B f(x)+u \tag{6}
\end{equation*}
$$

We know that if $x^{*}$ is an equilibrium point of (2), then it satisfies

$$
-C x^{*}+A f\left(x^{*}\right)+B f\left(x^{*}\right)+u=0
$$

It is clear that every solution of $H(x)=0$ is an equilibrium point of (1). Therefore, we can conclude from Lemma 3 that, for the neural system defined by (2), there exists a unique equilibrium point for every input vector $u$ if $H(x)$ is homeomorphism of $R^{n}$. In order to prove that $H(x)$ is a homeomorphism of $R^{n}$, we consider two vectors $x \in R^{n}$ and $y \in R^{n}$ such that $x \neq y$. For $H(x)$ defined by (6), we can write

$$
\begin{equation*}
H(x)-H(y)=-C(x-y)+A(f(x)-f(y))+B(f(x)-f(y)) \tag{7}
\end{equation*}
$$

For the functions belonging to class $\mathcal{K}, x \neq y$ implies that $f(x)-f(y)=0$ or $f(x)-f(y) \neq$ 0 . For case where $x \neq y$ and $f(x)-f(y)=0$, we obtain

$$
H(x)-H(y)=-C(x-y)
$$

in which $x-y \neq 0$ implies that $H(x) \neq H(y)$ since $C$ is a positive diagonal matrix. Now consider the case where $x-y \neq 0$ and $f(x)-f(y) \neq 0$. Multiplying both sides of (7) by $2(f(x)-f(y))^{T}$ results in

$$
\begin{align*}
2(f(x)-f(y))^{T}(H(x)-H(y))= & -2(f(x)-f(y))^{T} C(x-y) \\
& +2(f(x)-f(y))^{T} A(f(x)-f(y)) \\
& +2(f(x)-f(y))^{T} B(f(x)-f(y)) \tag{8}
\end{align*}
$$

We can write the following :

$$
2(f(x)-f(y))^{T} A(f(x)-f(y))=(f(x)-f(y))^{T}\left(A+A^{T}\right)(f(x)-f(y))
$$

From Lemma 1, we know that

$$
\begin{aligned}
(f(x)-f(y))^{T}\left(A+A^{T}\right)(f(x)-f(y)) \leq & (f(x)-f(y))^{T}\left(A^{*}+A^{* T}\right)(f(x)-f(y)) \\
& +(f(x)-f(y))^{T}\left(\left\|A_{*}+A_{*}^{T}\right\|_{2} I\right)(f(x)-f(y))
\end{aligned}
$$

Hence, we obtain

$$
\begin{align*}
(f(x)-f(y))^{T}\left(A+A^{T}\right)(f(x)-f(y)) \leq & (f(x)-f(y))^{T}\left(A^{*}+A^{* T}\right)(f(x)-f(y)) \\
& +\left\|A_{*}+A_{*}^{T}\right\|_{2}(f(x)-f(y))^{T}(f(x)-f(y)) \tag{9}
\end{align*}
$$

We also know from Lemma 2 that $\|B\|_{2} \leq\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)$. Therefore, we can write

$$
\begin{align*}
2(f(x)-f(y))^{T} B(f(x)-f(y)) & \leq 2\|B\|_{2}\|f(x)-f(y)\|_{2}^{2} \\
& \leq 2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)(f(x)-f(y))^{T}(f(x)-f(y)) \tag{10}
\end{align*}
$$

We also note the following ,

$$
\begin{align*}
-2(f(x)-f(y))^{T} C(x-y) & =-2 \sum_{i=1}^{n} c_{i}\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)\left(x_{i}-y_{i}\right) \\
& \leq-2 \sum_{i=1}^{n} \frac{\underline{c}_{i}}{\mu_{i}}\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2} \\
& \leq-2 r \sum_{i=1}^{n}\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2} \\
& =-2 r(f(x)-f(y))^{T}(f(x)-f(y)) \tag{11}
\end{align*}
$$

where $r=\min \left(\frac{\mathcal{c}_{i}}{\mu_{i}}\right)$.
Using (9)-(11) in (8) results in

$$
\begin{align*}
2(f(x)-f(y))^{T}(H(x)-H(y)) \leq & -2 r(f(x)-f(y))^{T}(f(x)-f(y)) \\
& +(f(x)-f(y))^{T}\left(A^{*}+A^{* T}\right)(f(x)-f(y)) \\
& +\left\|A_{*}+A_{*}^{T}\right\|_{2}(f(x)-f(y))^{T}(f(x)-f(y)) \\
& +2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)(f(x)-f(y))^{T}(f(x)-f(y)) \tag{12}
\end{align*}
$$

(12) is equivalent to the following :

$$
\begin{equation*}
2(f(x)-f(y))^{T}(H(x)-H(y)) \leq-(f(x)-f(y))^{T} \Phi(f(x)-f(y)) \tag{13}
\end{equation*}
$$

If $f(x)-f(y) \neq 0$ and $\Phi>0$, then the following inequality holds :

$$
2(f(x)-f(y))^{T}(H(x)-H(y))<0
$$

$f(x)-f(y) \neq 0$ implies that $H(x) \neq H(y)$. It directly follows that $H(x) \neq H(y)$ for all $x \neq y$.

For $y=0,(13)$ takes the form :

$$
2(f(x)-f(0))^{T}(H(x)-H(0)) \leq-(f(x)-f(0))^{T} \Phi(f(x)-f(0))
$$

from which one would obtain

$$
\left|2(f(x)-f(0))^{T}(H(x)-H(0))\right| \geq(f(x)-f(0))^{T} \Phi(f(x)-f(0))
$$

which yields

$$
2\|f(x)-f(0)\|_{\infty}\|H(x)-H(0)\|_{1}>\lambda_{m}(\Phi)\|f(x)-f(0)\|_{2}^{2}
$$

Using the facts that $\|f(x)-f(0)\|_{\infty} \leq\|f(x)-f(0)\|_{2},\|H(x)-H(0)\|_{1} \leq\|H(x)\|_{1}+\|H(0)\|_{1}$ and $\|f(x)-f(0)\|_{2} \geq\|f(x)\|_{2}-\|f(0)\|_{2}$, we obtain

$$
\|H(x)\|_{1}>\frac{\lambda_{m}(\Phi)\|f(x)\|_{2}-\lambda_{m}(\Phi)\|f(0)\|_{2}-2\|H(0)\|_{1}}{2}
$$

Since, $\|H(0)\|_{1}$ and $\|f(0)\|_{2}$ are finite, then $\|H(x)\| \rightarrow \infty$ as $\|f(x)\| \rightarrow \infty$. Thus, it follows from Lemma 3 that the map $H(x): R^{n} \rightarrow R^{n}$ is homeomorphism of $R^{n}$, hence there exists a unique $x^{*}$ such $H\left(x^{*}\right)=0$ which is a solution of (1). Hence, the proof of the existence and uniqueness of the equilibrium point is completed.

In order to show that $\Phi>0$ also implies the global asymptotic stability of the origin of system (5), we construct the following positive definite Lyapunov functional :

$$
V(z(t))=z^{T}(t) z(t)+2 \alpha \sum_{i=1}^{n} \int_{0}^{z_{i}(t)} g_{i}(s) d s+(\alpha \gamma+\beta) \sum_{i=1}^{n} \int_{t-\tau_{i}}^{t} g_{i}^{2}\left(z_{i}(\zeta)\right) d \zeta
$$

where $\alpha, \beta$ and $\gamma$ are some positive constants to be determined later. The time derivative of the functional along the trajectories of system (5) is obtained as follows

$$
\begin{align*}
\dot{V}(z(t))= & -2 z^{T}(t) C z(t)+2 z^{T}(t) A g(z(t))+2 z^{T}(t) B g(z(t-\tau)) \\
& -2 \alpha g^{T}(z(t)) C z(t)+2 \alpha g^{T}(z(t)) A g(z(t))+2 \alpha g^{T}(z(t)) B g(z(t-\tau)) \\
& +\alpha \gamma\|g(z(t))\|_{2}^{2}-\alpha \gamma\|g(z(t-\tau))\|_{2}^{2}+\beta\|g(z(t))\|_{2}^{2}-\beta\|g(z(t-\tau))\|_{2}^{2}(
\end{align*}
$$

We can write the following inequalities :

$$
\begin{align*}
-z^{T}(t) C z(t)+2 z^{T}(t) A g(z(t)) \leq g^{T}(z(t)) A^{T} & C^{-1} A g(z(t)) \leq\|A\|_{2}^{2}\left\|C^{-1}\right\|_{2}\|g(z(t))\|_{2}^{2}  \tag{15}\\
-z^{T}(t) C z(t)+2 z^{T}(t) B g(z(t-\tau)) & \leq g^{T}(z(t-\tau)) B^{T} C^{-1} B g(z(t-\tau)) \\
& \leq\|B\|_{2}^{2}\left\|C^{-1}\right\|_{2}\|g(z(t-\tau))\|_{2}^{2} \tag{16}
\end{align*}
$$

$$
\begin{align*}
2 \alpha g^{T}(z(t)) B g(z(t-\tau)) & \leq 2 \alpha\|B\|_{2}\|g(z(t))\|_{2}\|g(z(t-\tau))\|_{2} \\
& \leq \alpha\|B\|_{2}\|g(z(t))\|_{2}^{2}+\alpha\|B\|_{2}\|g(z(t-\tau))\|_{2}^{2}  \tag{17}\\
& -2 \alpha g^{T}(z(t)) C z(t) \leq-2 \alpha r\|g(z(t))\|_{2}^{2} \tag{18}
\end{align*}
$$

Using (15)-(18) in (14) results in :

$$
\begin{aligned}
\dot{V}(z(t)) \leq & \|A\|_{2}^{2}\left\|C^{-1}\right\|_{2}\|g(z(t))\|_{2}^{2}+\|B\|_{2}^{2}\left\|C^{-1}\right\|_{2}\|g(z(t-\tau))\|_{2}^{2}-2 \alpha r\|g(z(t))\|_{2}^{2} \\
& +\alpha g^{T}(z(t))\left(A+A^{T}\right) g(z(t))+\alpha\|B\|_{2}\|g(z(t))\|_{2}^{2}+\alpha\|B\|_{2}\|g(z(t-\tau))\|_{2}^{2} \\
& +\alpha \gamma\|g(z(t))\|_{2}^{2}-\alpha \gamma\|g(z(t-\tau))\|_{2}^{2}+\beta\|g(z(t))\|_{2}^{2}-\beta\|g(z(t-\tau))\|_{2}^{2}
\end{aligned}
$$

From Lemma 1, we can write

$$
g^{T}(z(t))\left(A+A^{T}\right) g(z(t)) \leq g^{T}(z(t))\left(A^{*}+A^{* T}+\left\|A_{*}+A_{*}^{T}\right\|_{2} I\right) g(z(t))
$$

From lemma 2, we can write the inequalities $\|A\|_{2} \leq\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}$ and $\|B\|_{2} \leq\left\|B^{*}\right\|_{2}+$ $\left\|B_{*}\right\|_{2}$. We also have $\left\|C^{-1}\right\|_{2} \leq\left\|\underline{C}^{-1}\right\|_{2}$. Hence, $\dot{V}(z(t))$ can be written as follows :

$$
\begin{aligned}
\dot{V}(z(t)) \leq & \left(\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}\right)^{2}\left\|\underline{C^{-1}}\right\|_{2}\|g(z(t))\|_{2}^{2} \\
& +\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2}\left\|\underline{C}^{-1}\right\|_{2}\|g(z(t-\tau))\|_{2}^{2}-2 \alpha r\|g(z(t))\|_{2}^{2} \\
& +\alpha g^{T}(z(t))\left(A^{*}+A^{* T}+\left\|A_{*}+A_{*}^{T}\right\|_{2} I\right) g(z(t)) \\
& +\alpha\|P\|_{2}\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)\|g(z(t))\|_{2}^{2} \\
& +\alpha\|P\|_{2}\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)\|g(z(t-\tau))\|_{2}^{2} \\
& +\alpha \gamma\|g(z(t))\|_{2}^{2}-\alpha \gamma\|g(z(t-\tau))\|_{2}^{2} \\
& +\beta\|g(z(t))\|_{2}^{2}-\beta\|g(z(t-\tau))\|_{2}^{2}
\end{aligned}
$$

If we let $\beta=\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2}\left\|\underline{C}^{-1}\right\|_{2}$ and $\gamma=\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)$, then, $\dot{V}(z(t))$ takes the form

$$
\begin{aligned}
\dot{V}(z(t)) \leq & \left(\left(\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}\right)^{2}+\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2}\right)\left\|\underline{C}^{-1}\right\|_{2}\|g(z(t))\|_{2}^{2}-2 \alpha r\|g(z(t))\|_{2}^{2} \\
& +\alpha g^{T}(z(t))\left(A^{*}+A^{* T}+\left\|A_{*}+A_{*}^{T}\right\|_{2}\right) g(z(t)) \\
& +2 \alpha\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)\|g(z(t))\|_{2}^{2} \\
= & \left(\left(\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}\right)^{2}+\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2}\right)\left\|\underline{C}^{-1}\right\|_{2}\|g(z(t))\|_{2}^{2} \\
& -\alpha g^{T}(z(t)) \Phi g(z(t)) \\
\leq & \left(\left(\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}\right)^{2}+\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2}\right)\left\|\underline{C}^{-1}\right\|_{2}\|g(z(t))\|_{2}^{2} \\
& -\alpha \lambda_{m}(\Phi)\|g(z(t))\|_{2}^{2}
\end{aligned}
$$

The choice

$$
\alpha>\frac{\left\|\underline{C}^{-1}\right\|_{2}\left(\left(\left\|A^{*}\right\|_{2}+\left\|A_{*}\right\|_{2}\right)^{2}+\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2}\right)}{\lambda_{m}(\Phi)}
$$

ensures that $\dot{V}(z(t))$ is negative definite for all $g(z(t)) \neq 0$. (It should be noted here that $g(z(t)) \neq 0$ implies that $z(t) \neq 0)$. Now consider the case where $g(z(t))=0$ and $z(t) \neq 0$. In this case, $\dot{V}(z(t))$ satisfies

$$
\begin{aligned}
\dot{V}(z(t))= & -2 z^{T}(t) C z(t)+2 z^{T}(t) B g(z(t-\tau))-\beta g^{T}(z(t-\tau)) g(z(t-\tau)) \\
& -\alpha \gamma g^{T}(z(t-\tau)) g(z(t-\tau)) \\
\leq & -2 z^{T}(t) C z(t)+2 z^{T}(t) B g(z(t-\tau))-\beta g^{T}(z(t-\tau)) g(z(t-\tau))
\end{aligned}
$$

Since

$$
-z^{T}(t) C z(t)+2 z^{T}(t) B g(z(t-\tau))-\beta g^{T}(z(t-\tau)) g(z(t-\tau)) \leq 0
$$

then, $\dot{V}(z(t)) \leq-z^{T}(t) C z(t)$. It follows that $\dot{V}(z(t))$ is negative definite for all $z(t) \neq 0$ with $g(z(t))=0$. Finally, consider the case where $g(z(t))=0$ and $z(t)=0$. This case implies that

$$
\dot{V}(z(t))=-\beta g^{T}(z(t-\tau)) g(z(t-\tau))-\alpha \gamma g^{T}(z(t-\tau)) g(z(t-\tau))
$$

Obviously, $\dot{V}(z(t))$ is negative definite for all $g(z(t-\tau)) \neq 0$. Hence, it follows that $\dot{V}(z(t))=0$ if and only if $z(t)=g(z(t))=g(z(t-\tau))=0$, otherwise $\dot{V}(z(t))<0$. Moreover, $V(z(t))$ is radially unbounded since $V(z(t)) \rightarrow \infty$ as $\|z(t)\| \rightarrow \infty$. Thus, it can be concluded that the origin of system (5), or equivalently the equilibrium point of system (2) is globally asymptotically stable.

The other main result of this paper is given in the following :

Theorem 2. Let $f \in \mathcal{K}$. Then, the neural network model (1) is globally asymptotically robust stable, if

$$
\Theta=2 r I-A^{*}-A^{* T}-\left\|A_{*}+A_{*}^{T}\right\|_{2} I-\left(\|\hat{B}\|_{1}+\|\hat{B}\|_{\infty}\right) I>0
$$

where $A^{*}=\frac{1}{2}(\bar{A}+\underline{A}), A_{*}=\frac{1}{2}(\bar{A}-\underline{A}), \hat{B}=\left(b_{i j}^{*}\right)_{n \times n}, b_{i j}^{*}=\max \left\{\left|\underline{b}_{i j}\right|,\left|\bar{b}_{i j}\right|\right\}$, and $r=\min \left(\frac{\underline{c}_{i}}{\mu_{i}}\right)$.

Proof. We first note the following inequality

$$
\begin{align*}
2(f(x)-f(y))^{T} B(f(x)-f(y))= & \sum_{i=1}^{n} \sum_{j=1}^{n} 2 b_{i j}\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)\left(f_{j}\left(x_{j}\right)-f_{j}\left(y_{j}\right)\right) \\
\leq & \sum_{i=1}^{n} \sum_{j=1}^{n} 2\left|b_{i j}\right|\left|f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right|\left|f_{j}\left(x_{j}\right)-f_{j}\left(y_{j}\right)\right| \\
\leq & \sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{i j}\right|\left(\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2}+\left(f_{j}\left(x_{j}\right)-f_{j}\left(y_{j}\right)\right)^{2}\right) \\
= & \sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{i j}\right|\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2} \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{j i}\right|\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2} \\
\leq & \sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{i j}^{*}\right|\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2} \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{j i}^{*}\right|\left(f_{i}\left(x_{i}\right)-f_{i}\left(y_{i}\right)\right)^{2} \\
\leq & \left(\|\hat{B}\|_{\infty}+\|\hat{B}\|_{1}\right)(f(x)-f(y))^{T}(f(x)-f(y)) \tag{19}
\end{align*}
$$

Now, using (9), (11) and (19) in (8), we obtain

$$
\begin{aligned}
2(f(x)-f(y))^{T}(H(x)-H(y)) \leq & -2 r(f(x)-f(y))^{T}(f(x)-f(y)) \\
& +(f(x)-f(y))^{T}\left(A^{*}+A^{* T}\right)(f(x)-f(y) \\
& +\left\|A_{*}+A_{*}^{T}\right\|_{2}(f(x)-f(y))^{T}(f(x)-f(y)) \\
& +\left(\|\hat{B}\|_{\infty}+\|\hat{B}\|_{1}\right)(f(x)-f(y))^{T}(f(x)-f(y) \nless 20)
\end{aligned}
$$

which is equivalent to

$$
\begin{equation*}
2(f(x)-f(y))^{T} P(H(x)-H(y)) \leq-(f(x)-f(y))^{T} \Theta(f(x)-f(y)) \tag{21}
\end{equation*}
$$

Note that (21) is exactly in the same form as (13). When replacing $\Phi$ in (13) by $\Theta$ yields (21). For (13), we have already proved that if $\Phi>0$, then $\|H(x)\| \rightarrow \infty$ as $\|x\| \rightarrow \infty$, and $H(x) \neq H(y)$ for all $x \neq y$. Therefore, we can directly conclude that if $\Theta>0$, then $\|H(x)\| \rightarrow \infty$ as $\|x\| \rightarrow \infty$, and $H(x) \neq H(y)$ for all $x \neq y$. Hence, the proof of the existence and uniqueness of the equilibrium point is complete.

We will now prove that $\Theta>0$ is also a sufficient condition for global asymptotic stability of the origin of (5). To this end, we consider the following positive definite Lyapunov functional:

$$
\begin{aligned}
V(z(t))= & \sum_{i=1}^{n} n z_{i}^{2}(t)+2 \alpha \sum_{i=1}^{n} \int_{0}^{z_{i}(t)} g_{i}(s) d s+\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\varepsilon+\alpha b_{i j}^{*}\right) \int_{t-\tau_{i j}}^{t} g_{j}^{2}\left(z_{j}(\xi)\right) d \xi \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} \int_{t-\tau_{i j}}^{t} g_{j}^{2}\left(z_{j}(\xi)\right) d \xi
\end{aligned}
$$

where $b_{i j}^{*}=\max \left\{\left|\underline{b}_{i j}\right|,\left|\bar{b}_{i j}\right|\right\}, a_{i j}^{*}=\max \left\{\left|\underline{a}_{i j}\right|,\left|\bar{a}_{i j}\right|\right\}, \alpha$ and $\varepsilon$ are positive constants to be determined later. The time derivative of the functional along the trajectories of system (5) is obtained as follows

$$
\begin{aligned}
\dot{V}(z(t))= & -2 \sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n a_{i j} z_{i}(t) g_{j}\left(z_{j}(t)\right) \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n b_{i j} z_{i}(t) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right)-2 \alpha \sum_{i=1}^{n} c_{i} z_{i}(t) g_{i}\left(z_{i}(t)\right) \\
& +\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} 2 a_{i j} g_{i}\left(z_{i}(t)\right) g_{j}\left(z_{j}(t)\right)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} 2 b_{i j} g_{i}\left(z_{i}(t)\right) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& +\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{j}^{2}\left(z_{j}(t)\right)-\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{j}^{2}\left(z_{j}(t)\right)-\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}(t)\right)-\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right)
\end{aligned}
$$

We have

$$
\begin{aligned}
\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n a_{i j} z_{i}(t) g_{j}\left(z_{j}(t)\right) & \leq \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2} a_{i j}^{2} g_{j}^{2}\left(z_{j}(t)\right) \\
& \leq \sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(a_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}(t)\right) \\
\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n b_{i j} z_{i}(t) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right) & \leq \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2} b_{i j}^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& \leq \sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} 2 b_{i j} g_{i}\left(z_{i}(t)\right) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right) & \leq \alpha \sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{i j}\right| g_{i}^{2}\left(z_{i}(t)\right)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n}\left|b_{i j}\right| g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& \leq \alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{i}^{2}\left(z_{i}(t)\right)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right)
\end{aligned}
$$

In the light above inequalities, $\dot{V}(z(t))$ can be written as follows

$$
\begin{aligned}
\dot{V}(z(t)) \leq & \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(a_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}(t)\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}(t)\right) \\
& -2 \alpha \sum_{i=1}^{n} c_{i} z_{i}(t) g_{i}\left(z_{i}(t)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} 2 a_{i j} g_{i}\left(z_{i}(t)\right) g_{j}\left(z_{j}(t)\right)\right. \\
& +\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{j}^{2}\left(z_{j}(t)\right)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{i}^{2}\left(z_{i}(t)\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{i}^{2}\left(z_{i}(t)\right) \\
= & \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left[\left(a_{j i}^{*}\right)^{2}+\left(b_{j i}^{*}\right)^{2}\right] g_{i}^{2}\left(z_{i}(t)\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{i}^{2}\left(z_{i}(t)\right) \\
& -2 \alpha \sum_{i=1}^{n} c_{i} z_{i}(t) g_{i}\left(z_{i}(t)\right)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} 2 a_{i j} g_{i}\left(z_{i}(t)\right) g_{j}\left(z_{j}(t)\right) \\
& +\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{j i}^{*} g_{i}^{2}\left(z_{i}(t)\right)+\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{i}^{2}\left(z_{i}(t)\right)
\end{aligned}
$$

We also note the following inequalities

$$
\left.\begin{array}{rl}
-2 \alpha \sum_{i=1}^{n} c_{i} z_{i}(t) g_{i}\left(z_{i}(t)\right) \leq & -2 \alpha r g^{T}(z(t)) g(z(t)) \\
\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} 2 a_{i j} g_{i}\left(z_{i}(t)\right) g_{j}\left(z_{j}(t)\right)= & \alpha g^{T}(z(t))\left(A+A^{T}\right) g(z(t)) \\
\leq & \alpha g^{T}(z(t))\left(A^{*}+A^{* T}\right) g(z(t)) \\
& +\alpha g^{T}(z(t))\left\|A_{*}+A_{*}^{T}\right\|_{2} g(z(t))
\end{array}\right\} \begin{aligned}
\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{j i}^{*} g_{i}^{2}\left(z_{i}(t)\right) \quad \leq \alpha\|\hat{B}\|_{1} \sum_{i=1}^{n} g_{i}^{2}\left(z_{i}(t)\right)=\alpha\|\hat{B}\|_{1} g^{T}(z(t)) g(z(t)) \\
\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{i}^{2}\left(z_{i}(t)\right) \quad \leq \alpha\|\hat{B}\|_{\infty} \sum_{i=1}^{n} g_{i}^{2}\left(z_{i}(t)\right)=\alpha\|\hat{B}\|_{\infty} g^{T}(z(t)) g(z(t))
\end{aligned}
$$

Let

$$
\delta=\max \left(\frac{1}{\underline{c}_{i}} n^{2}\left[\left(a_{j i}^{*}\right)^{2}+\left(b_{j i}^{*}\right)^{2}\right]\right)
$$

Then, we have

$$
\begin{aligned}
\dot{V}(z(t)) \leq & \sum_{i=1}^{n} \sum_{j=1}^{n} \delta g_{i}^{2}\left(z_{i}(t)\right)+\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{i}^{2}\left(z_{i}(t)\right)-2 \alpha r g^{T}(z(t)) g(z(t)) \\
& +\alpha g^{T}(z(t))\left(A^{*}+A^{* T}\right) g(z(t))+\alpha g^{T}(z(t))\left\|A_{*}+A_{*}^{T}\right\|_{2} g(z(t)) \\
& +\alpha\|\hat{B}\|_{1} g^{T}(z(t)) g(z(t))+\alpha\|\hat{B}\|_{\infty} g^{T}(z(t)) g(z(t)) \\
= & n(\delta+\varepsilon)\|g(z(t))\|_{2}^{2}-\alpha g^{T}(z(t)) \Theta g(z(t)) \\
\leq & n(\delta+\varepsilon)\|g(z(t))\|_{2}^{2}-\alpha \lambda_{m}(\Theta)\|g(z(t))\|_{2}^{2} \\
= & -\left(\alpha \lambda_{m}(\Theta)-n(\delta+\varepsilon)\right)\|g(z(t))\|_{2}^{2}
\end{aligned}
$$

in which $\alpha>\frac{n(\delta+\varepsilon)}{\lambda_{m}(\dot{\Theta})}$ implies that $\dot{V}(z(t))$ is negative definite for all $g(z(t)) \neq 0$. (We know that $g(z(t)) \neq 0$ implies that $z(t) \neq 0)$. Now let $g(z(t))=0$. In this case $\dot{V}(z(t))$ satisfies

$$
\begin{aligned}
\dot{V}(z(t))= & -2 \sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n b_{i j} z_{i}(t) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& -\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right)-\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& -\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
\leq & -2 \sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n b_{i j} z_{i}(t) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& -\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right)
\end{aligned}
$$

Since

$$
-\sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)+\sum_{i=1}^{n} \sum_{j=1}^{n} 2 n b_{i j} z_{i}(t) g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right)-\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \leq 0
$$

we obtain

$$
\dot{V}(z(t)) \leq-\sum_{i=1}^{n} n c_{i} z_{i}^{2}(t)
$$

implying that $\dot{V}(z(t))<0$ for all $z(t) \neq 0$. Now consider the case where $g(z(t))=z(t)=0$. In this case, for $\dot{V}(z(t))$, we have

$$
\begin{aligned}
\dot{V}(z(t))= & -\alpha \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j}^{*} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right)-\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
& -\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{c_{i}} n^{2}\left(b_{i j}^{*}\right)^{2} g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right) \\
\leq & -\sum_{i=1}^{n} \sum_{j=1}^{n} \varepsilon g_{j}^{2}\left(z_{j}\left(t-\tau_{i j}\right)\right)
\end{aligned}
$$

in which $\dot{V}(z(t))<0$ if there exists at least one nonzero $g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right)$. Hence, we can conclude that $\dot{V}(z(t))=0$ if and only if $g(z(t))=z(t)=0$ and $g_{j}\left(z_{j}\left(t-\tau_{i j}\right)\right)=0$ for all $i, j, \dot{V}(z(t))<0$ otherwise. In addition, $V(z(t))$ is radially unbounded since $V(z(t)) \rightarrow \infty$ as $\|z(t)\| \rightarrow \infty$. Thus, the origin of system (5), or equivalently the equilibrium point of system (1) is globally asymptotically stable.

## 4. Comparison and Examples

In this section, we will compare our results with the previous results derived in the literature. In order to make the comparison precise, we first restate the previous results :

Theorem 3 (31). Let $f \in \mathcal{K}$. Then, the neural network model (2) is globally asymptotically robust stable, if there exists a positive definite matrix $D>0$ such that
(i) the symmetric matrix $S=\left(s_{i j}\right)_{n \times n}$ is positive definite
(ii) $\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right)^{2} \leq \frac{2 r-\|D\|_{2}}{\left\|D^{-1}\right\|_{2}}$
where $S=\left(s_{i j}\right)_{n \times n}$ with $s_{i i}=-2 \bar{a}_{i i}, s_{i j}=-\max \left(\left|\bar{a}_{i j}+\bar{a}_{j i}\right|,\left|\underline{a}_{i j}+\underline{a}_{j i}\right|\right)$ for $i \neq j$, $B^{*}=\frac{1}{2}(\bar{B}+\underline{B}), B_{*}=\frac{1}{2}(\bar{B}-\underline{B})$ and $r=\min \left(\frac{p_{i} \underline{c}_{i}}{\mu_{i}}\right)$.

Theorem 4 (32). Let $f \in \mathcal{K}$. Then, the neural network model (2) is globally asymptotically robust stable, if

$$
\Omega=2 r I+S-2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right) I>0
$$

where $S=\left(s_{i j}\right)_{n \times n}$ with $s_{i i}=-2 \bar{a}_{i i}, s_{i j}=-\max \left(\left|\bar{a}_{i j}+\bar{a}_{j i}\right|,\left|\underline{a}_{i j}+\underline{a}_{j i}\right|\right)$ for $i \neq j$, $B^{*}=\frac{1}{2}(\bar{B}+\underline{B}), B_{*}=\frac{1}{2}(\bar{B}-\underline{B})$ and $r=\min \left(\frac{\underline{c}_{i}}{\mu_{i}}\right)$.

Theorem 5 (33). Let $f \in \mathcal{K}$. Then, the neural network model (2) is globally exponentially robust stable, if there exist positive constants $\alpha_{i}, i=1,2, \ldots, n$ such that

$$
\alpha_{i}\left(\frac{\underline{c}_{i}}{\mu_{i}}-\bar{a}_{i i}\right)-\sum_{\substack{j=1 \\ j \neq i}}^{n} \alpha_{j} a_{j i}^{*}-\sum_{j=1}^{n} \alpha_{j} b_{j i}^{*}>0, i=1,2, \ldots, n
$$

Theorem 6 (34). Let $f \in \mathcal{K}$. Then, the neural network model (2) is globally asymptotically robust stable, if

$$
\Psi=2 r I-A^{*}-A^{* T}-2\left\|A_{*}\right\|_{2}-2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right) I>0
$$

where $A^{*}=\frac{1}{2}(\bar{A}+\underline{A}), A_{*}=\frac{1}{2}(\bar{A}-\underline{A}), B^{*}=\frac{1}{2}(\bar{B}+\underline{B}), B_{*}=\frac{1}{2}(\bar{B}-\underline{B})$ and $r=\min \left(\frac{\underline{c}_{i}}{\mu_{i}}\right)$.

We will now consider the following examples :

Example 1. Since Theorem 3 given in [31] requires that $S$ be a positive definite matrix, we will first give an example where the results of Theorem 1 hold when $S$ is not positive definite matrix. Assume that the network parameters of neural system (2) are given as follows :

$$
\begin{gathered}
\underline{A}=\underline{B}=\left[\begin{array}{ccc}
-a & -a & -a \\
-a & -a & -a \\
-a & -a & -a
\end{array}\right], \bar{A}=\bar{B}=\left[\begin{array}{lll}
a & a & a \\
a & a & a \\
a & a & a
\end{array}\right], \\
\underline{C}=C=\bar{C}=I, \mu_{1}=\mu_{2}=\mu_{3}=1
\end{gathered}
$$

where $a>0$ is real number. We obtain the following matrices:

$$
A^{*}=B^{*}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], A_{*}=B_{*}=\left[\begin{array}{ccc}
a & a & a \\
a & a & a \\
a & a & a
\end{array}\right]
$$

Then, $\Phi=2 r I-A^{*}-A^{* T}-\left\|A_{*}+A_{*}^{T}\right\|_{2} I-2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right) I$ in Theorem 1 is obtained as

$$
\Phi=\left[\begin{array}{ccc}
2-12 a & 0 & 0 \\
0 & 2-12 a & 0 \\
0 & 0 & 2-12 a
\end{array}\right]
$$

where $a<\frac{1}{6}$ implies that $\Phi$ is positive definite. Hence, this example prove the advantages of our results over the results of [31] when $S$ is not positive definite.

Example 2. Assume that the network parameters of neural system (2) are given as follows :

$$
\begin{gathered}
\underline{A}=\left[\begin{array}{ccc}
-a & -a & -a \\
0 & -a & 0 \\
-2 a & 0 & -a
\end{array}\right], \bar{A}=\left[\begin{array}{ccc}
a & a & a \\
2 a & a & 2 a \\
0 & 2 a & a
\end{array}\right] \\
\underline{B}=\left[\begin{array}{ccc}
-a & -a & -a \\
-a & -a & -a \\
-a & -a & -a
\end{array}\right], \bar{B}=\left[\begin{array}{ccc}
a & a & a \\
a & a & a \\
a & a & a
\end{array}\right], \\
\underline{C}=C=\bar{C}=I, \mu_{1}=\mu_{2}=\mu_{3}=1
\end{gathered}
$$

where $a>0$ is real number. We obtain the following matrices:

$$
\begin{gathered}
A^{*}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
a & 0 & a \\
-a & a & 0
\end{array}\right], A_{*}=\left[\begin{array}{lll}
a & a & a \\
a & a & a \\
a & a & a
\end{array}\right] \\
B^{*}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], B_{*}=\left[\begin{array}{lll}
a & a & a \\
a & a & a \\
a & a & a
\end{array}\right]
\end{gathered}
$$

Then, $\Phi=2 r I-A^{*}-A^{* T}-\left\|A_{*}+A_{*}^{T}\right\|_{2} I-2\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right) I$ in Theorem 1 is obtained as

$$
\Phi=\left[\begin{array}{ccc}
2-12 a & -a & a \\
-a & 2-12 a & -2 a \\
a & -2 a & 2-12 a
\end{array}\right]
$$

Let $a=\frac{5}{36}$. In this case, $\Phi$ is of the form :

$$
\Phi=\frac{1}{36}\left[\begin{array}{ccc}
12 & -5 & 5 \\
-5 & 12 & -10 \\
5 & -10 & 12
\end{array}\right]
$$

Since $\Phi$ is symmetric and its eigenvalues are all positive, it directly follows that $\Phi$ is positive definite, thus implying that the condition of Theorem 1 holds.
Now let us check the condition of Theorem 4 for the same network parameters when $a=\frac{5}{36}$. For the network parameters given in this example, we obtain

$$
S=\left[\begin{array}{ccc}
-2 a & -3 a & -3 a \\
-3 a & -2 a & -4 a \\
-3 a & -4 a & -2 a
\end{array}\right]
$$

Then, for $P=I, \Phi=2 r I+S-2\|P\|_{2}\left(\left\|B^{*}\right\|_{2}+\left\|B_{*}\right\|_{2}\right) I>0$ in Theorem 4 is obtained as

$$
\Phi=\left[\begin{array}{ccc}
2-8 a & -3 a & -3 a \\
-3 a & 2-8 a & -4 a \\
-3 a & -4 a & 2-8 a
\end{array}\right]
$$

For $a=\frac{5}{36}, \Phi$ is of the form :

$$
\Phi=\frac{1}{36}\left[\begin{array}{ccc}
32 & -15 & -15 \\
-15 & 32 & -20 \\
-15 & -20 & 32
\end{array}\right]
$$

It is easy to see that the determinant of $\Phi$ is negative, thus meaning that $\Phi$ is not positive definite. Therefore, the conditions Theorem 4 are not applicable to this example.

Example 3. Assume that the network parameters of neural system (1) are given as follows:

$$
\begin{gathered}
\underline{A}=\underline{B}=\left[\begin{array}{ccc}
-a & -a & -a \\
-3 a & -a & -a \\
-3 a & -3 a & -a
\end{array}\right], \bar{A}=\bar{B}=\left[\begin{array}{ccc}
3 a & 3 a & 3 a \\
a & 3 a & 3 a \\
a & a & 3 a
\end{array}\right], \\
\underline{C}=C=\bar{C}=I, \mu_{1}=\mu_{2}=\mu_{3}=1
\end{gathered}
$$

where $a>0$ is real number. We obtain the following matrices:

$$
A^{*}=B^{*}=\left[\begin{array}{ccc}
a & a & a \\
-a & a & a \\
-a & -a & a
\end{array}\right], A_{*}=B_{*}=\left[\begin{array}{ccc}
2 a & 2 a & 2 a \\
2 a & 2 a & 2 a \\
2 a & 2 a & 2 a
\end{array}\right], \hat{A}=\hat{B}=\left[\begin{array}{ccc}
3 a & 3 a & 3 a \\
3 a & 3 a & 3 a \\
3 a & 3 a & 3 a
\end{array}\right]
$$

Then, $\Theta=2 r I-A^{*}-A^{* T}-\left\|A_{*}+A_{*}^{T}\right\|_{2} I-\left(\|\hat{B}\|_{1}+\|\hat{B}\|_{\infty}\right) I$ in Theorem 2 is obtained as

$$
\hat{\Theta}=\left[\begin{array}{ccc}
2-32 a & 0 & 0 \\
0 & 2-32 a & 0 \\
0 & 0 & 2-32 a
\end{array}\right]
$$

where $\Theta>0$ if $a<\frac{1}{16}$. When checking the conditions of Theorems 5 for the network parameters given in this example, it is easy to see that Theorem 5 requires that the following matrix be a nonsingular M-matrix :

$$
I-\hat{A}-\hat{B}=\left[\begin{array}{ccc}
1-6 a & -6 a & -6 a \\
-6 a & 1-6 a & -6 a \\
-6 a & -6 a & 1-6 a
\end{array}\right]
$$

Clearly, $I-\hat{A}-\hat{B}$ is nonsingular $M$-matrix if and only if $a<\frac{1}{18}$. Obviously, for $\frac{1}{18} \leq a<\frac{1}{16}$, our condition obtained in Theorem 2 is satisfied but the results of Theorem 5 do not hold.

Finally we will show that Theorem 6 is a special case of Theorem 1. Since $\left\|A_{*}+A_{*}^{T}\right\|_{2} \leq 2\left\|A_{*}\right\|_{2}$, it follows that $\Phi \geq \Psi$, thus directly implying that Theorem 6 is a special case of Theorem 1.

## 5. CONCLUSIONS

We have studied the global robust asymptotic stability of the equilibrium point for delayed neural networks. By employing suitable Lyapunov functionals, we have derived some easily verifiable delay independent sufficient conditions for the global robust stability of the equilibrium point. We have also presented some numerical examples to illustrate the effectiveness and advantages of our results over the previous relevant robust stability results published in the literature. Since the obtained results proved to be a new set of robust stability criteria, they can be used to expand significantly the application domain of neural networks.

## References

[1] Forti, M. and Tesi, A., (1995), New conditions for global stability of neural networks with applications to linear and quadratic programming problems, IEEE Trans. Circuits Syst. I, 42(7), 354-365.
[2] Arik, S. and Tavsanoglu, V., (2000), On the global asymptotic stability of delayed cellular neural networks, IEEE Trans. Circuits Syst. I, 47(4), 571-574.
[3] Liao, X., Chen, G. and Sanchez, E. N., (2002), LMI-based approach for asymptotic stability analysis of delayed neural networks, IEEE Trans. Circuits and Syst. I,49(7), 1033-1039.
[4] Singh, V., (2004), A generalized LMI-based approach to the global asymptotic stability of delayed cellular neural networks, IEEE Trans. Neural Networks, 15(1), 223-225.
[5] Song, Q. and Wang, Z., (2008), Neural networks with discrete and distributed time-varying delays: A general stability analysis, Chaos, Solitons and Fractals, 37(5), 1538-1547.
[6] Zhang, H. and Xia, Y., (2008), Existence and exponential stability of almost periodic solution for Hopfield-type neural networks with impulse, Chaos, Solitons and Fractals, 37(4), 1076-1082.
[7] Park, H. J., (2008), On global stability criterion of neural networks with continuously distributed delays, Chaos, Solitons and Fractals, 37(2), 444-449.
[8] Yu, K. W. and Lien, C. H., (2008), Global exponential stability conditions for generalized state-space systems with time-varying delays, Chaos, Solitons and Fractals, 36(4), 920-927.
[9] Zhang, Q., Wei, X. and Xu, J., (2008), Delay-dependent exponential stability criteria for nonautonomous cellular neural networks with time-varying delays, Chaos, Solitons and Fractals, 36(4), 985-990.
[10] Song, Q. and Zhang, J., (2008), Global exponential stability of impulsive CohenGrossberg neural network with time-varying delays, Nonlinear Analysis: Real World Applications, 9(2), 500-510.
[11] Liu, Y., Wang, Z. and Liu, X., (2008), An LMI approach to stability analysis of stochastic high-order Markovian jumping neural networks with mixed time delays, Nonlinear Analysis: Hybrid Systems, 2(1), 110-120.
[12] Yi, Z., Heng, P. A. and Leung, K. S., (2001), Convergence Analysis of Delayed Cellular Neural Networks with Unbounded Delay, IEEE Trans. on Circuits and Syst. I, 48(6), 680-687.
[13] Mohamad, S., Gopalsamy, K. and Akca, H., (2008), Exponential stability of artificial neural networks with distributed delays and large impulses, Nonlinear Analysis: Real World Applications, 9(3), 872888.
[14] Chen, B. and Wang, J., (2007), Global exponential periodicity and global exponential stability of a class of recurrent neural networks with various activation functions and time-varying delays, Neural Networks, 20(10), 1067-1080.
[15] Arik, S., (2005), Global Asymptotic Stability Analysis of Bidirectional Associative Memory Neural Networks with Time Delays, IEEE Transactions on Neural Networks, 16(3), 580-586.
[16] Zhang, J. and Yang, Y., (2001), Global stability analysis of bidirectional associative memory neural networks with time delay, International Journal of Circuit Theory and Applications, 29, 185-196.
[17] Liao, X. F., Yu, J. and Chen, G., (2002), Novel stability Criteria for bidirectional associative memory neural networks with time delays, International Journal of Circuit Theory and Applications, 30, 519546.
[18] Lou, X., Cui, B. and Wu, W., (2008), On global exponential stability and existence of periodic solutions for BAM neural networks with distributed delays and reactiondiffusion terms, Chaos, Solitons and Fractals, 36(4), 1044-1054.
[19] Jiang, H. and Cao, J., (2008), BAM-type CohenGrossberg neural networks with time delays, Mathematical and Computer Modelling, 47(1-2), 92-103.
[20] Wang, B., Jian, J. and Guo, C., (2008), Global exponential stability of a class of BAM networks with time-varying delays and continuously distributed delays, Neurocomputing, 71(4-6), 495-501.
[21] Gu, H., Jiang, H. and Teng, Z., (2008), Existence and globally exponential stability of periodic solution of BAM neural networks with impulses and recent-history distributed delays, Neurocomputing, 71(46), 813-822.
[22] Jiang, M. and Shen, Y., (2008), Stability of non-autonomous bidirectional associative memory neural networks with delay, Neurocomputing, 71(4-6), 863-874.
[23] Sun, C. and Feng, C. B., (2004), On robust exponential periodicity of interval neural networks with delays, Neural Processing Letters, 20, 53-61.
[24] Cao, J., Huang, D. S. and Qu, Y., (2005), Global robust stability of delayed recurrent neural networks, Chaos, Solitons and Fractals, 23(1), 221-229.
[25] Qiu, J., Zhang, J., Wang, J., Xia, Y. and Shi, P., (2008), A new global robust stability criteria for uncertain neural networks with fast time-varying delays, Chaos, Solitons and Fractals, 37(2), 360-368.
[26] Liao, X. F. and Wong, K., (2004), Robust stability of interval bidirectional associative memory neural network with time delays, IEEE Trans. Systems, Man and Cybernetics-Part B, 34, 1142-1154.
[27] Senan, S. and Arik, S., (2007), Global robust stability of bidirectional associative memory neural networks with multiple time delays, IEEE Trans. Systems, Man and Cybernetics-Part B, 37(5), 13751381.
[28] Liao, X. F. and Yu, J., (1998),Robust stability for interval Hopfield neural networks with time delay, IEEE Trans. Neural Networks, 9(5), 1042-1045.
[29] Liao, X. F., Wong, K.W., Wu, Z. and Chen, G., (2001), Novel robust stability for interval-delayed hopfield neural, IEEE Trans. Circuits and Syst.I, 48(6), 1355-1359.
[30] Sun, C. and Feng, C. B., (2003), Global robust exponential stability of interval neural networks with delays, Neural Processing Letters, 17, 107-115.
[31] Cao, J. and Wang, J., (2005), Global asymptotic and robust stability of recurrent neural networks with time delays, IEEE Trans. Circuits and Syst. I, 52, 417-426.
[32] Ozcan, N. and Arik, S., (2006), Global Robust Stability Analysis of Neural Networks with Multiple Time Delays, IEEE Trans. Circuits and Syst. I, 53(1), 166-176.
[33] Cao, J. and Chen, T., (2004), Global exponentially robust stability and periodicity of delayed neural networks, Chaos, Solitons and Fractals, 22, 957-963.
[34] Qi, H., (2007), New sufficient conditions for global robust stability of delayed neural networks, IEEE Trans. Circuits and Syst. I, 54(5), 1131-1141.


Sabri Arik received the Dipl.Ing. degree from Istanbul Technical University, Istanbul, Turkey and the Ph.D. degree from the London South Bank University, London, UK. He is currently serving as the Dean of Faculty of Art and Science of Isik University, Istanbul, Turkey. His major research interests include cellular neural networks, nonlinear systems and matrix theory. He has authored and coauthored some 50 publications. Dr. Arik is a member of the IEEE Circuits and Systems Society Technical Committee of CNNAC. He is also a board member of Asia Pasific Neural Newtork Assembly. He was the recipient of the Outstanding Young Scientist Award in 2002 from the Turkish Academy of Sciences, Junior Science Award in 2005 from the Scientific and Technological Research Council of Turkey and the Frank May Prize (Best Paper Award) in 1996 from the London South Bank University. He also serves as the associate editor for journals Neurocomputing, Neural Processing Letters and International Journal of Differential Equations.


Eylem Yucel received the B.Sc., M.Sc. and Ph.D. degrees from Istanbul University, Istanbul, Turkey, in 2001, 2005 and 2010, respectively. She is currently working as an assistant professor at the Department of Computer Engineering, Istanbul University. Her research interests are artificial neural networks and nonlinear systems.


[^0]:    ${ }^{1}$ İstanbul University, Department of Computer Engineering 34320 Avcılar, İstanbul, Turkey e-mail: eylem@istanbul.edu.tr
    ${ }^{2}$ Işık University, Department of Electrical and Electronics Engineering 34980 Şile, İstanbul, Turkey, e-mail: ariks@isikun.edu.tr
    § Manuscript received 01 October 2011. TWMS Journal of Applied and Engineering Mathematics Vol. 2 No. 1 © Işık University, Department of Mathematics 2012; all rights reserved.

