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#### Abstract

In this paper, the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ which is the Hadamard product of both balancing $Q_{B}^{n}$ matrix and balancing $Q_{B}^{-n}$ matrix is introduced. Some properties of the Hadamard product of these matrices are investigated. A different coding and decoding method based on the application of the Hadamard product of balancing $Q_{B}^{n}$ matrix and balancing $Q_{B}^{-n}$ matrix is also considered
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## 1. Introduction

The balancing numbers are the terms of the sequence $\{0,1,6,35,204, \ldots\}$ and their recurrence relation is given by

$$
\begin{equation*}
B_{n+1}=6 B_{n}-B_{n-1}, n \geq 1, \tag{1}
\end{equation*}
$$

with initials $B_{0}=0$ and $B_{1}=1$ [1]. Many important and useful results of these numbers and their related sequences are available in the literature. Interested reader can go through [2,4-24]. There is another way to generate balancing numbers using powers of a matrix called as balancing $Q$-matrix introduced by Ray in [13]. The balancing matrix is a second order matrix whose entries are the first three balancing numbers 0,1 and 6 , and is in the form

$$
Q_{B}=\left(\begin{array}{cc}
6 & -1 \\
1 & 0
\end{array}\right)
$$

In [13], he has also shown that the $n^{\text {th }}$ power of the balancing $Q$-matrix is in the form

$$
Q_{B}^{n}=\left(\begin{array}{cc}
B_{n+1} & -B_{n}  \tag{2}\\
B_{n} & -B_{n-1}
\end{array}\right),
$$

with the determinant value 1, i.e. by Cassini formula for balancing numbers,

$$
\begin{equation*}
\operatorname{det}\left(Q_{B}^{n}\right)=B_{n}^{2}-B_{n-1} B_{n+1}=1 . \tag{3}
\end{equation*}
$$

The recurrence relation (1) can be used to extend the balancing numbers backward to get

$$
\begin{equation*}
B_{-n}=-B_{n} . \tag{4}
\end{equation*}
$$

[^0]We now present some basic results relating to the $n^{t h}$ power of the balancing $Q$-matrix, $Q_{B}^{n}$.
Lemma 1.1. The balancing matrix $Q_{B}^{n}$ is also satisfy the recurrence relation (1) of the balancing numbers, that is $Q_{B}^{n}=6 Q_{B}^{n-1}-Q_{B}^{n-2}$.
Proof. The proof is easy. By (1), we obtain

$$
\begin{aligned}
Q_{B}^{n}=\left(\begin{array}{cc}
B_{n+1} & -B_{n} \\
B_{n} & -B_{n-1}
\end{array}\right) & =\left(\begin{array}{cc}
6 B_{n}-B_{n-1} & -6 B_{n-1}+B_{n-2} \\
6 B_{n-1}-B_{n-2} & -6 B_{n-2}+B_{n-3}
\end{array}\right) \\
& =6\left(\begin{array}{cc}
B_{n} & -B_{n-1} \\
B_{n-1} & -B_{n-2}
\end{array}\right)-\left(\begin{array}{ll}
B_{n-1} & -B_{n-2} \\
B_{n-2} & -B_{n-3}
\end{array}\right) \\
& =6 Q_{B}^{n-1}-Q_{B}^{n-2},
\end{aligned}
$$

which completes the proof.
Lemma 1.2. The following property for $Q_{B}^{n}$ is valid: $Q_{B}^{n} \cdot Q_{B}^{m}=Q_{B}^{m} \cdot Q_{B}^{n}=Q_{B}^{n+m}$.
Proof. Since $B_{n+1} B_{m}-B_{n} B_{m-1}=B_{m+1} B_{n}-B_{m} B_{n-1}=B_{m+n}$ [11], we have

$$
\begin{aligned}
Q_{B}^{n} \cdot Q_{B}^{m} & =\left(\begin{array}{cc}
B_{n+1} & -B_{n} \\
B_{n} & -B_{n-1}
\end{array}\right)\left(\begin{array}{cc}
B_{m+1} & -B_{m} \\
B_{m} & -B_{m-1}
\end{array}\right) \\
& =\left(\begin{array}{cc}
B_{n+1} B_{m+1}-B_{n} B_{m} & -B_{n+1} B_{m}+B_{n} B_{m-1} \\
B_{m+1} B_{n}-B_{m} B_{n-1} & -B_{n} B_{m}+B_{n-1} B_{m-1}
\end{array}\right) \\
& =\left(\begin{array}{cc}
B_{n+m+1} & -B_{n+m} \\
B_{n+m} & -B_{n+m-1}
\end{array}\right) \\
& =Q_{B}^{n+m} .
\end{aligned}
$$

Other part can be shown similarly.
In this study, we will consider the Hadamard product of balancing $Q_{B}^{n}$ matrix and balancing $Q_{B}^{-n}$ matrix denoted by $Q_{B}^{n} \circ Q_{B}^{-n}$, where $Q_{B}^{-n}$ is the inverse of the matrix $Q_{B}^{n}$. We will also investigate some important properties of this product.

## 2. Some identities of $Q_{B}^{n} \circ Q_{B}^{-n}$ matrix

By virtue of (2), the Hadamard product $Q_{B}^{n} \circ Q_{B}^{-n}$ can be written as

$$
Q_{B}^{n} \circ Q_{B}^{-n}=Q_{B}^{n} \circ \operatorname{adj} Q_{B}^{n}=\left(\begin{array}{cc}
-B_{n+1} B_{n-1} & -B_{n}^{2} \\
-B_{n}^{2} & -B_{n+1} B_{n-1}
\end{array}\right),
$$

where $\operatorname{adj} Q_{B}^{n}$ is the adjoint of the matrix $Q_{B}^{n}$.
The following definition is given in $[3,12]$.
Definition 2.1. Let $A=\left(a_{i j}\right)$ be $n \times n$ matrix over any commutative ring. The permanent of $A$ denoted by $\operatorname{per}(A)$ is defined by

$$
\operatorname{per}(A)=\sum_{\sigma} a_{1 \sigma_{1}} a_{2 \sigma_{2}} \ldots a_{n \sigma_{n}},
$$

where the summation extends over all one-to-one functions from $\{1,2, \ldots, n\}$ to $\{1,2, \ldots, n\}$.
The following are some important results on the Hadamard product $Q_{B}^{n} \circ Q_{B}^{-n}$.

Theorem 2.1. For all integers $n$, $\operatorname{det}\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)=1-2 B_{n}^{2}$.
Proof. Using Definition 2.1 and the identity (3), we get

$$
\begin{aligned}
\operatorname{det}\left(Q_{B}^{n} \circ Q_{B}^{-n}\right) & =B_{n+1}^{2} B_{n-1}^{2}-B_{n}^{4} \\
& =\left(B_{n+1} B_{n-1}-B_{n}^{2}\right)\left(B_{n+1} B_{n-1}+B_{n}^{2}\right) \\
& =-\operatorname{per}\left(Q_{B}^{n}\right) \\
& =1-2 B_{n}^{2}
\end{aligned}
$$

which ends the proof.
The following corollary is an immediate consequence of Theorem 2.1.
Corollary 2.1. The trace of the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ is, trace $\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)=2\left(1-B_{n}^{2}\right)$.
Theorem 2.2. If $\lambda_{1}$ and $\lambda_{2}$ are the eigenvalues of the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$, then $\lambda_{1}=1, \lambda_{2}=-\operatorname{per}\left(Q_{B}^{n}\right)$.
Proof. Let $I$ is the identity matrix of order 2. By (3), the characteristic equation of the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ is given by

$$
\begin{aligned}
0 & =\operatorname{det}\left(Q_{B}^{n} \circ Q_{B}^{-n}-\lambda I\right) \\
& =\left(B_{n+1} B_{n-1}+\lambda\right)^{2}-B_{n}^{4} \\
& =\left(B_{n+1} B_{n-1}+B_{n}^{2}+\lambda\right)\left(B_{n+1} B_{n-1}-B_{n}^{2}+\lambda\right) \\
& =\left(\lambda+\operatorname{per}\left(Q_{B}^{n}\right)\right)(\lambda-1)
\end{aligned}
$$

It follows that $\lambda_{1}=1$ and $\lambda_{2}=-\operatorname{per}\left(Q_{B}^{n}\right)$.
Theorem 2.3. The linearly independent eigenvectors corresponding to the eigenvalues $\lambda_{1}=1$ and $\lambda_{2}=-\operatorname{per}\left(Q_{B}^{n}\right)$ of the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ are $X_{\lambda_{1}}=\binom{-1}{1}$ and $X_{\lambda_{2}}=\binom{1}{1}$.

Proof. If $\lambda$ is an eigenvalue of the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$, then the corresponding eigenvectors $X_{\lambda}=\binom{x_{1}}{x_{2}}$ are the solution of the equation

$$
\begin{equation*}
\left(Q_{B}^{n} \circ Q_{B}^{-n}-\lambda I\right) X_{\lambda}=0 \tag{5}
\end{equation*}
$$

For $\lambda_{1}=1,(5)$ reduces to

$$
\left(\begin{array}{cc}
-B_{n+1} B_{n-1}-1 & -B_{n}^{2} \\
-B_{n}^{2} & -B_{n+1} B_{n-1}-1
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{0}{0} .
$$

Using (3) again, we obtain

$$
\left(\begin{array}{ll}
-B_{n}^{2} & -B_{n}^{2} \\
-B_{n}^{2} & -B_{n}^{2}
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{0}{0}
$$

which is a system of homogenous equations. Therefore by elementary row operation, we get

$$
\left(\begin{array}{cc}
-1 & -1 \\
0 & 0
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{0}{0}
$$

Since the rank of the coefficient matrix of this system is 1 , there exists infinitely many solutions depending on one parameter. Therefore, the solutions of the system are $x_{1}=$
$-k, x_{2}=k$, where $k$ is arbitrary. Hence, the linearly independent eigenvector corresponding to the eigenvalue $\lambda_{1}=1$ is equal to $[-1,1]^{T}$. Similarly, For $\lambda_{2}=-\operatorname{per}\left(Q_{B}^{n}\right)$ and by (3) again, (5) reduces to

$$
\left(\begin{array}{cc}
B_{n}^{2} & -B_{n}^{2} \\
-B_{n}^{2} & B_{n}^{2}
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{0}{0} .
$$

One can proceed similarly to get $x_{1}=x_{2}=k$, where $k$ is arbitrary. Thus, the linearly independent eigenvector corresponding to the eigenvalue $\lambda_{2}=-\operatorname{per}\left(Q_{B}^{n}\right)$ is equal to $[1,1]^{T}$. Which completes the proof.

Remark 2.1. Since the matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ is symmetric, it can be diagonalize. Therefore by virtue of Theorem 2.2 and Theorem 2.3, we can write the matrix $P$ in the form $P=\left(\begin{array}{cc}-1 & 1 \\ 1 & 1\end{array}\right)$ and notice that, $P^{-1}\left(Q_{B}^{n} \circ Q_{B}^{-n}\right) P=\operatorname{diag}\left(1,-\operatorname{per}\left(Q_{B}^{n}\right)\right)$.

It is well known that, if $M_{n}$ denote the class of complex $n \times n$ matrices, then the maximum column sum matrix norm on $M_{n}$ is defined by

$$
\left|\left||A| \|_{1}=\max _{1 \leq j \leq n} \sum_{i=1}^{n}\right| a_{i j}\right|
$$

and the maximum row sum matrix norm on $M_{n}$ is defined by

$$
\left|\left\|A\left|\|_{\infty}=\max _{1 \leq i \leq n} \sum_{j=1}^{n}\right| a_{i j} \mid .\right.\right.
$$

Also, the $l_{1}$ norm and the Euclidean norm or $l_{2}$ norm on $M_{n}$ are respectively given by

$$
\|A\|_{1}=\sum_{1, j=1}^{n}\left|a_{i j}\right|
$$

and

$$
\|A\|_{2}=\sqrt{\sum_{1, j=1}^{n}\left|a_{i j}\right|^{2}}
$$

The following identities are easily deduced from the definition of norms.
Theorem 2.4. For all integers $n$, we have
a) $\left\|\mid Q_{B}^{n} \circ Q_{B}^{-n}\right\|\left\|_{1}=\right\|\left\|Q_{B}^{n} \circ Q_{B}^{-n}\right\| \|_{\infty}=2 B_{n}^{2}-1$,
b) $\left\|Q_{B}^{n} \circ Q_{B}^{-n}\right\|_{1}=4 B_{n}^{2}-2$,
c) $\left\|Q_{B}^{n} \circ Q_{B}^{-n}\right\|_{2}=\sqrt{4 B_{n}^{4}-4 B_{n}^{2}+2}$.

Theorem 2.5. The matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ is invertible, and $\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)^{-1}=\left(\begin{array}{cc}\frac{1-B_{n}^{2}}{1-2 B_{n}^{2}} & \frac{B_{n}^{2}}{1-2 B_{2}^{2}} \\ \frac{B_{n}^{n}}{1-2 B_{n}^{2}} & \frac{1-B_{n}^{n}}{1-2 B_{n}^{2}}\end{array}\right)$.
Proof. By virtue of Theorem 2.2, $\operatorname{det}\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)=-\operatorname{per}\left(Q_{B}^{n}\right)=1-2 B_{n}^{2} \neq 0$. Therefore it is invertible, and its inverse can be easily deduced as $\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)^{-1}=\left(\begin{array}{cc}\frac{1-B_{n}^{2}}{1-2 B_{n}^{2}} & \frac{B_{n}^{2}}{1-2 B_{n}^{2}} \\ \frac{B_{n}^{n}}{1-2 B_{n}^{2}} & \frac{1-B_{n}}{1-2 B_{n}^{2}}\end{array}\right)$. This ends the proof.

## 3. Balancing coding/decoding method

In this section, we consider a simple coding/decoding method based on application of the Hadamard product $Q_{B}^{n} \circ Q_{B}^{-n}$. Let the initial massage $M$ is represented by a $2 \times 2$ matrix of the form

$$
M=\left(\begin{array}{ll}
m_{1} & m_{2} \\
m_{3} & m_{4}
\end{array}\right) .
$$

Based on matrix multiplication, we now consider the following encryption/decryption algorithms.

| Encryption: | Decryption: |
| :---: | :---: |
| $M \times\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)=E$ | $E(x) \times\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)^{-1}=M$ |

We assume that the entries of $M$ are all positive integers, i.e.
$m_{1}>0, m_{2}>0, m_{3}>0, m_{4}>0$. To describe the method, for example we select the matrix $Q_{B}^{3} \circ Q_{B}^{-3}$ as the coding matrix. Then

$$
Q_{B}^{3} \circ Q_{B}^{-3}=\left(\begin{array}{cc}
-B_{4} B_{2} & -B_{3}^{2}  \tag{6}\\
-B_{3}^{2} & -B_{4} B_{2}
\end{array}\right)=\left(\begin{array}{cc}
-1224 & -1225 \\
-1225 & -1224
\end{array}\right)
$$

and

$$
\left(Q_{B}^{3} \circ Q_{B}^{-3}\right)^{-1}=\left(\begin{array}{cc}
\frac{1-B_{3}^{2}}{1-2 B_{3}^{2}} & \frac{B_{3}^{2}}{1-2 B_{3}^{2}}  \tag{7}\\
\frac{B_{3}^{2}}{1-2 B_{3}^{2}} & \frac{1-B_{3}^{2}}{1-2 B_{3}^{2}}
\end{array}\right)=\left(\begin{array}{cc}
\frac{1224}{244} & -\frac{1225}{2449} \\
-\frac{2425}{2449} & \frac{2449^{2}}{2449}
\end{array}\right) .
$$

Thus the balancing coding of the massage $M$ consists in its multiplication by the direct coding matrix (6), that is

$$
\begin{aligned}
M \times\left(Q_{B}^{3} \circ Q_{B}^{-3}\right) & =\left(\begin{array}{ll}
m_{1} & m_{2} \\
m_{3} & m_{4}
\end{array}\right)\left(\begin{array}{ll}
-1224 & -1225 \\
-1225 & -1224
\end{array}\right) \\
& =\left(\begin{array}{ll}
-1224 m_{1}-1225 m_{2} & -1225 m_{1}-1224 m_{2} \\
-1224 m_{3}-1225 m_{4} & -1225 m_{3}-1224 m_{4}
\end{array}\right) \\
& =\left(\begin{array}{ll}
e_{1} & e_{2} \\
e_{3} & e_{4}
\end{array}\right)=E,
\end{aligned}
$$

where

$$
\begin{aligned}
& e_{1}=-1224 m_{1}-1225 m_{2}, \\
& e_{2}=-1225 m_{1}-1224 m_{2}, \\
& e_{3}=-1224 m_{3}-1225 m_{4}, \\
& e_{4}=-1225 m_{3}-1224 m_{4} .
\end{aligned}
$$

Thus, the sent code massage $E=\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ is now decoded by multiplying it with the inverse matrix (7) in the following way:

$$
\begin{aligned}
\left(\begin{array}{ll}
e_{1} & e_{2} \\
e_{3} & e_{4}
\end{array}\right)\left(\begin{array}{cc}
\frac{1224}{2449} & -\frac{1225}{2449} \\
-\frac{-1225}{2449} & \frac{1249}{2449}
\end{array}\right) & =\left(\begin{array}{cc}
\frac{1224}{2442} e_{1}-\frac{1225}{2442} e_{2} & \frac{1224}{2449} e_{3}-\frac{1225}{2442} e_{4} \\
-\frac{425}{249} e_{1}+\frac{1242}{2449} e_{2} & -\frac{-\frac{225}{2449} e_{3}+\frac{1244}{2449} e_{4}}{24}
\end{array}\right) \\
& =\left(\begin{array}{cc}
e_{1}^{\prime} & e_{2}^{\prime} \\
e_{3}^{\prime} & e_{4}^{\prime}
\end{array}\right) .
\end{aligned}
$$

By simple algebraic manipulation with the help of the identities $e_{1}, e_{2}, e_{3}$ and $e_{4}$, one can easily obtain

$$
\left(\begin{array}{ll}
e_{1}^{\prime} & e_{2}^{\prime} \\
e_{3}^{\prime} & e_{4}^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
m_{1} & m_{2} \\
m_{3} & m_{4}
\end{array}\right)=M .
$$

We notice that, the determinant of the code matrix $E$ which is obtained from the multiplication of initial matrix $M$ with the coding matrix $Q_{B}^{n} \circ Q_{B}^{-n}$ is given by

$$
\operatorname{det} E=\operatorname{det}\left(M \times\left(Q_{B}^{n} \circ Q_{B}^{-n}\right)\right)=1-2 B_{n}^{2}
$$

for all integers $n$.
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