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#### Abstract

In the present paper, on the basis of the Carleman matrix, approximate solutions of the Cauchy problem for matrix factorizations of the Helmholtz equation are found in explicit form.
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## 1. Introduction

One of the fundamental problems in the theory of (ordinary and partial) differential equations: To find a solution (an integral) of a differential equation satisfying what are known as initial conditions (initial data). The Cauchy problem usually appears in the analysis of processes defined by a differential law and an initial state, formulated mathematically in terms of a differential equation and an initial condition (hence the terminology and the choice of notation: The initial data are specified for and the solution is required for). Cauchy problems differ from boundary value problems in that the domain in which the desired solution must be defined is not specified in advance. Nevertheless, Cauchy

[^0]problems, like boundary value problems, are defined by the imposition of limiting conditions for the solution on (part of) the boundary of the domain of definition.

The main questions connected with Cauchy problems are as follows:

1) Does there exist (albeit only locally) a solution?
2) If the solution exists, to what space does it belong? In particular, what is its domain of existence?
3) Is the solution unique?
4) If the solution is unique, is the problem well-posed, i.e. is the solution in some sense a continuous function of the initial data?

The theory of ill-posed problems is a direction of mathematics which has developed intensively in the last two decades and is connected with the most varied applied problems: interpretation of readings of many physical instruments and of geophysical, geological, and astronomical observations, optimization of control, management and planning, synthesis of automatic systems, etc. Development of the theory of ill-posed problems was occasioned by the advent of modern computing technology. Various areas of the theory of ill-posed problems can be included in traditional areas of mathematics such as function theory, functional analysis, differential equations, and linear algebra. The concept of a well-posed problem is connected with investigations by the famous French mathematician Hadamard of various boundary value problems for the equations of mathematical physics. Hadamard expressed the opinion that boundary value problems whose solutions do not satisfy certain continuity conditions are not physically meaningful, and he presented examples of such problems. It was subsequently found that Hadamard's opinion was erroneous. It turned out that many problems of mathematical physics which are ill-posed in the sense of Hadamard and, in particular, problems noted by Hadamard himself have real physical content. It also turned out that ill-posed problems arise in many other areas of mathematics which are connected with applications. Such a classical problem of mathematical analysis as the problem of differentiation is ill-posed if it is connected with processing experimental data (see, for instance [23], [28]. For ill-posed problems of the question arises: What is meant by an approximate solution? Clearly, it should be so defined that it is stable under small changes of the original information. A second question is: What algorithms are there for the construction of such solutions? Answers to these basic questions were given by A.N. Tikhonov (see [2]).

It is known that the Cauchy problem for elliptic equations and for systems of elliptic equations belongs to the class of ill-posed problems (see, for example, [2], [25], [26]-[27], [36]-[37]). Boundary value problems, as well as numerical solutions of some problems, are considered in [3]-[7], [21]-[22], [24], [29], [38]-[39].

The concept of conditional correctness first appeared in the work of Tikhonov [2], and then in the studies of Lavrent'ev [26]-[27]. In a theoretical study of the conditional correctness (correctness according to Tikhonov) of an ill-posed problem of the existence of a solution and its belonging to the correctness set, it is postulated in the very formulation of the problem. The study of uniqueness issues in a conditionally well-posed formulation does not essentially differ from the study in a classically well-posed formulation, and the stability of the solution from the data of the problem is required only from those variations of the data that do not deduce solutions from the well-posedness set. After establishing the uniqueness and stability theorems in the study of the conditional correctness of ill-posed problems, the question arises of constructing effective solution methods, i.e. construction of regularizing operators.

Based on the results of previous works [8]-[18] we have constructed the Carleman matrix and based on it the approximate solution of the Cauchy problem for the matrix factorization of the Helmholtz equation. In this article, we find an explicit formula for an approximate solution of the Cauchy problem for matrix factorizations of the Helmholtz equation in a multidimensional bounded domain of an odd-dimensional space $\mathbb{R}^{m}$. The case of an even-dimensional space will be considered in other scientific studies of the authors. Our approximate solution formula also includes the construction of a family of fundamental solutions of the Helmholtz operator in space. This family is parametrized by some entire function $K(z)$, the choice of which depends on the dimension of the space. In this work, relying on the results of previous works [8]-[18], we similarly obtain better results with approximate estimates due to a special selection of the function $K(z)$. In many well-posed problems for systems of equations of elliptic type of the first order with constant coefficients that factorize the Helmholtz operator, it is not possible to calculate the values of the vector function on the entire boundary. Therefore, the problem of reconstructing the solution of systems of equations of first order elliptic type with constant coefficients, factorizing the Helmholtz operator (see, for instance [8]-[18]), is one of the topical problems in the theory of differential equations.

For the last decades, interest in classical ill-posed problems of mathematical physics has remained. This direction in the study of the properties of solutions of the Cauchy problem for the Laplace equation was started in [26]-[28], [36]-[37] and subsequently developed in [19]-[20], [30]-[33], [8]-[18].

Let $\mathbb{R}^{m},(m=2 k, k \geq 1)$ be a $m$-dimensional real Euclidean space,

$$
\begin{aligned}
& \zeta=\left(\zeta_{1}, \ldots, \zeta_{m}\right) \in \mathbb{R}^{m}, \eta=\left(\eta_{1}, \ldots, \eta_{m}\right) \in \mathbb{R}^{m}, \\
& \zeta^{\prime}=\left(\zeta_{1}, \ldots, \zeta_{m-1}\right) \in \mathbb{R}^{m-1} \quad \eta^{\prime}=\left(\eta_{1}, \ldots, \eta_{m-1}\right) \in \mathbb{R}^{m-1} .
\end{aligned}
$$

We introduce the following notation:

$$
\begin{gathered}
r=|\eta-\zeta|, \quad \alpha=\left|\eta^{\prime}-\zeta^{\prime}\right|, \quad z=i \sqrt{a^{2}+\alpha^{2}}+\eta_{m}, \quad a \geq 0 \\
\partial_{\zeta}=\left(\partial_{\zeta_{1}}, \ldots, \partial_{\zeta_{m}}\right)^{T}, \quad \partial_{\zeta}=\chi^{T}, \quad \chi^{T}=\left(\begin{array}{l}
\chi_{1} \\
\cdots \\
\chi_{m}
\end{array}\right) \text {-transposed vector } \chi \\
W(\zeta)=\left(W_{1}(\zeta), \ldots, W_{n}(\zeta)\right)^{T}, \quad v^{0}=(1, \ldots, 1) \in \mathbb{R}^{n}, \quad n=2^{m}, \quad m \geq 2 \\
E(w)=\left\|\begin{array}{cccc}
w_{1} & 0 & \cdots & 0 \\
0 & w_{2} & \cdots & 0 \\
\cdots & \ldots & \ddots & \cdots \\
0 & 0 & 0 & w_{n}
\end{array}\right\| \text { - diagonal matrix, } w=\left(w_{1}, \ldots, w_{n}\right) \in \mathbb{R}^{n}
\end{gathered}
$$

We also consider a bounded simply-connected domain $\Omega \subset \mathbb{R}^{m}$, having a piecewise smooth boundary $\partial \Omega=\Sigma \bigcup D$, where $\Sigma$ is a smooth surface lying in the half-space $\eta_{m}>0$ and $D$ is the plane $\eta_{m}=0$.
$P\left(\chi^{T}\right)$ is an $(n \times n)$-dimensional matrix satisfying:

$$
P^{*}\left(\chi^{T}\right) P\left(\chi^{T}\right)=E\left(\left(|\chi|^{2}+\lambda^{2}\right) v^{0}\right)
$$

where $P^{*}\left(\chi^{T}\right)$ is the Hermitian conjugate matrix of $P\left(\chi^{T}\right), \lambda \in \mathbb{R}$, the elements of the matrix $P\left(\chi^{T}\right)$ consist of a set of linear functions with constant coefficients from the complex plane $\mathbb{C}$.

Let us consider the following first order systems of linear partial differential equations with constant coefficients

$$
\begin{equation*}
P\left(\partial_{\zeta}\right) W(\zeta)=0 \tag{1}
\end{equation*}
$$

in the domain $\Omega$, where $P\left(\partial_{\zeta}\right)$ is the matrix differential operator of the first-order.
Also consider the set
$S(\Omega)=\left\{W: \bar{\Omega} \longrightarrow \mathbb{R}^{n} \mid W\right.$ is continuous on $\bar{\Omega}=\Omega \cup \partial \Omega$ and $W$ satisfies the system (1) $\}$.

## 2. Statement of the Cauchy problem

Formulation of the problem. Suppose $W(\eta) \in S(\Omega)$ and

$$
\begin{equation*}
\left.W(\eta)\right|_{\Sigma}=f(\eta), \quad \eta \in \Sigma \tag{2}
\end{equation*}
$$

Here, $f(\eta)$ a given continuous vector-function on $\Sigma$. It is required to restore the vector function $W(\eta)$ in the domain $\Omega$, based on it's values $f(\eta)$ on $\Sigma$.

If $W(\eta) \in S(\Omega)$, then the following integral formula of Cauchy type is valid

$$
\begin{equation*}
W(\zeta)=\int_{\partial \Omega} L(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}, \quad \zeta \in \Omega \tag{3}
\end{equation*}
$$

where

$$
L(\eta, \zeta ; \lambda)=\left(E\left(\Gamma_{m}(\lambda r) v^{0}\right) P^{*}\left(\partial_{\zeta}\right)\right) P\left(t^{T}\right)
$$

Here $t=\left(t_{1}, \ldots, t_{m}\right)$-is the unit exterior normal, drawn at a point $\eta$, the surface $\partial \Omega$, $\Gamma_{m}(\lambda r)$ - is the fundamental solution of the Helmholtz equation in $\mathbb{R}^{m},(m=2 k, k \geq 1)$, where $\Gamma_{m}(\lambda r)$ defined by the following formula:

$$
\begin{gather*}
\Gamma_{m}(\lambda r)=B_{m} \lambda^{(m-2) / 2} \frac{H_{(m-2) / 2}^{(1)}(\lambda r)}{r^{(m-2) / 2}},  \tag{4}\\
B_{m}=\frac{1}{2 i(2 \pi)^{(m-2) / 2}}, \quad m=2 k, \quad k \geq 1
\end{gather*}
$$

Here $H_{(m-2) / 2}^{(1)}(\lambda r)$ - is the Hankel function of the first kind of $(m-2) / 2-$ th order (see for instance [34]).

Let $K(z)$ be an entire function taking real values for real $z,(z=a+i b, a, b \in \mathbb{R})$ such that

$$
\begin{gather*}
K(a) \neq 0, \quad \sup _{b \geq 1}\left|b^{p} K^{(p)}(z)\right|=N(a, p)<\infty  \tag{5}\\
-\infty<a<\infty, \quad p=0, \ldots, m
\end{gather*}
$$

We define the function $\Psi(\eta, \zeta ; \lambda)$ at $\eta \neq \zeta$ by the following equality

$$
\begin{gather*}
\Psi(\eta, \zeta ; \lambda)=\frac{1}{c_{m} K\left(\zeta_{m}\right)} \frac{\partial^{k-1}}{\partial s^{k-1}} \int_{0}^{\infty} \operatorname{Im}\left[\frac{K(z)}{z-\zeta_{m}}\right] \frac{a I_{0}(\lambda a)}{\sqrt{a^{2}+\alpha^{2}}} d a  \tag{6}\\
m=2 k, k \geq 1
\end{gather*}
$$

where $c_{2}=2 \pi, c_{m}=(-1)^{k-1}(k-1)!(m-2) \omega_{m} ; I_{0}(\lambda a)=J_{0}(i \lambda a)$-is the Bessel function of the first kind of zero order [19], $\omega_{m}$ - area of a unit sphere in space $\mathbb{R}^{m}$.

In the formula (6), choosing

$$
\begin{equation*}
K(z)=\exp (\sigma z), \quad K\left(\zeta_{m}\right)=\exp \left(\sigma \zeta_{m}\right), \quad \sigma>0 \tag{7}
\end{equation*}
$$

we get

$$
\begin{equation*}
\Psi_{\sigma}(\eta, \zeta ; \lambda)=\frac{e^{-\sigma \zeta_{m}}}{c_{m}} \frac{\partial^{k-1}}{\partial s^{k-1}} \int_{0}^{\infty} \operatorname{Im}\left[\frac{\exp (\sigma z)}{z-\zeta_{m}}\right] \frac{a I_{0}(\lambda a)}{\sqrt{a^{2}+\alpha^{2}}} d a \tag{8}
\end{equation*}
$$

The formula (3) is true if instead $\Gamma_{m}(\lambda r)$ of substituting the function

$$
\begin{equation*}
\Psi_{\sigma}(\eta, \zeta ; \lambda)=\Gamma_{m}(\lambda r)+G_{\sigma}(\eta, \zeta ; \lambda) \tag{9}
\end{equation*}
$$

where $G_{\sigma}(\eta, \zeta ; \lambda)$ - is the regular solution of the Helmholtz equation with respect to the variable $\eta$, including the point $\eta=\zeta$.

Then the integral formula has the form:

$$
\begin{equation*}
W(\zeta)=\int_{\partial \Omega} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}, \quad \zeta \in \Omega \tag{10}
\end{equation*}
$$

where

$$
L_{\sigma}(\eta, \zeta ; \lambda)=\left(E\left(\Psi_{\sigma}(\eta, \zeta ; \lambda) v^{0}\right) P^{*}\left(\partial_{\zeta}\right)\right) P\left(t^{T}\right)
$$

3. Solution of the Cauchy problem (1)-(2)

Theorem 3.1. Let $W(\eta) \in S(\Omega)$ it satisfy the inequality

$$
\begin{equation*}
|W(\eta)| \leq M, \quad \eta \in D \tag{11}
\end{equation*}
$$

If

$$
\begin{equation*}
W_{\sigma}(\zeta)=\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{y}, \quad \zeta \in \Omega \tag{12}
\end{equation*}
$$

then the following estimates are true

$$
\begin{gather*}
\left|W(\zeta)-W_{\sigma}(\zeta)\right| \leq M K(\lambda, \zeta) \sigma^{k} e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{13}\\
\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}-\frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}\right| \leq M K(\lambda, \zeta) \sigma^{k} e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega, \quad j=1, \ldots, m \tag{14}
\end{gather*}
$$

Here and below functions bounded on compact subsets of the domain $\Omega$, we denote by $K(\lambda, \zeta)$.

Proof. Let us first estimate inequality (13). Using the integral formula (10) and the equality (12), we obtain

$$
\begin{aligned}
W(\zeta) & =\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}+\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}= \\
& =W_{\sigma}(\zeta)+\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}, \quad \zeta \in \Omega
\end{aligned}
$$

Taking into account the inequality (11), we estimate the following

$$
\begin{align*}
\left|W(\zeta)-W_{\sigma}(\zeta)\right| \leq\left|\int_{D} N_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right| \leq  \tag{15}\\
\leq \int_{D}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right||W(\eta)| d s_{\eta} \leq M \int_{D}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta}, \quad \zeta \in \Omega
\end{align*}
$$

To do this, we estimate the integrals $\int_{D}\left|\Psi_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta}, \quad \int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{j}}\right| d s_{\eta}, \quad(j=$ $1,2, \ldots, m-1)$ and $\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{m}}\right| d s_{\eta}$ on the part $D$ of the plane $\eta_{m}=0$.

Separating the imaginary part of (8), we obtain

$$
\begin{align*}
& \Psi_{\sigma}(\eta, \zeta ; \lambda)=\frac{e^{\sigma\left(\eta_{m}-\zeta_{m}\right)}}{c_{m}}\left[\frac{\partial^{k-1}}{\partial s^{k-1}} \int_{0}^{\infty} \frac{\cos \sigma \sqrt{a^{2}+\alpha^{2}}}{a^{2}+r^{2}} a I_{0}(\lambda a) d a-\right.  \tag{16}\\
& \left.-\frac{\partial^{k-1}}{\partial s^{k-1}} \int_{0}^{\infty} \frac{\left(\eta_{m}-\zeta_{m}\right) \sin \sigma \sqrt{a^{2}+\alpha^{2}}}{a^{2}+r^{2}} \frac{a I_{0}(\lambda a)}{\sqrt{a^{2}+\alpha^{2}}} d a\right], \quad \zeta_{m}>0 .
\end{align*}
$$

From (16) and the inequality

$$
\begin{equation*}
I_{0}(\lambda a) \leq \sqrt{\frac{2}{\lambda \pi a}} \tag{17}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{D}\left|\Psi_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad x \in G \tag{18}
\end{equation*}
$$

To estimate the second integral, we use the equality

$$
\begin{gather*}
\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{j}}=\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial s} \frac{\partial s}{\partial \eta_{j}}=2\left(\eta_{j}-\zeta_{j}\right) \frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial s}  \tag{19}\\
s=\alpha^{2}, \quad j=1,2, \ldots, m-1
\end{gather*}
$$

Considering equality (16), inequality (17) and equality (19), we obtain

$$
\begin{gather*}
\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{j}}\right| d s_{y} \leq K(\lambda, \zeta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega,  \tag{20}\\
j=1,2, \ldots, m-1 .
\end{gather*}
$$

Now, we estimate the integral $\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{m}}\right| d s_{\eta}$.
Taking into account equality (16) and inequality (17), we obtain

$$
\begin{equation*}
\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{m}}\right| d s_{\eta} \leq K(\lambda, \eta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega, \tag{21}
\end{equation*}
$$

From inequalities (18), (20) and (21), bearing in mind (15), we get an estimate (13).
Now let us prove inequality (14). To do this, we take the derivatives from equalities (10) and (12) with respect to $\zeta_{j}, j=1, \ldots, m$, then we obtain the following:

$$
\begin{align*}
& \frac{\partial W(\zeta)}{\partial \zeta_{j}}=\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}+\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}, \\
& \frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}=\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}, \quad \zeta \in \Omega, \quad j=1, \ldots, m . \tag{22}
\end{align*}
$$

Taking into account the (22) and inequality (11), we estimate the following

$$
\begin{align*}
& \quad\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}-\frac{\partial_{\sigma} W(\zeta)}{\partial \zeta_{j}}\right| \leq\left|\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right| \leq \\
& \leq \int_{D}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right||W(\eta)| d s_{\eta} \leq M \int_{D}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta},  \tag{23}\\
& \zeta \in \Omega, \quad j=1, \ldots, m .
\end{align*}
$$

To do this, we estimate the integrals $\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta}, \quad(j=1,2, \ldots, m-1)$ and $\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{m}}\right| d s_{\eta}$ on the part $D$ of the plane $\eta_{m}=0$.

To estimate the first integrals, we use the equality

$$
\begin{gather*}
\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}=\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial s} \frac{\partial s}{\partial \zeta_{j}}=-2\left(\eta_{j}-\zeta_{j}\right) \frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial s},  \tag{24}\\
s=\alpha^{2}, \quad j=1,2, \ldots, m-1 .
\end{gather*}
$$

Given equality (16), inequality (17) and equality (24), we obtain

$$
\begin{gather*}
\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{y} \leq K(\lambda, \zeta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{25}\\
j=1,2, \ldots, m-1 .
\end{gather*}
$$

Now, we estimate the integral $\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{m}}\right| d s_{\eta}$.
Taking into account equality (16) and inequality (17), we obtain

$$
\begin{equation*}
\int_{D}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{m}}\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \zeta \in \Omega \tag{26}
\end{equation*}
$$

From inequalities (23), (25) and (26), we obtain an estimate (14).
Theorem 3.1 is proved.
Corollary 3.1. For each $\zeta \in \Omega$, the equalities are true

$$
\lim _{\sigma \rightarrow \infty} W_{\sigma}(\zeta)=W(\zeta), \quad \lim _{\sigma \rightarrow \infty} \frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}=\frac{\partial W(\zeta)}{\partial \zeta_{j}}, \quad j=1, \ldots, m
$$

We denote by $\bar{\Omega}_{\varepsilon}$ the set

$$
\bar{\Omega}_{\varepsilon}=\left\{\left(\zeta_{1}, \ldots, \zeta_{m}\right) \in \zeta, \quad q>\zeta_{m} \geq \varepsilon, \quad q=\max _{D} \psi\left(\zeta^{\prime}\right), \quad 0<\varepsilon<q\right\} .
$$

Here, at $m=2, \psi\left(\zeta_{1}\right)$ - is a curve, and at $m=2 k, \quad k>1, \psi\left(\zeta^{\prime}\right)$ - is a surface. It is easy to see that the set $\Omega_{\varepsilon} \subset \Omega$ is compact.

Corollary 3.2. If $\zeta \in \bar{\Omega}_{\varepsilon}$, then the families of functions $\left\{W_{\sigma}(\zeta)\right\}$ and $\left\{\frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}\right\}$ converge uniformly for $\sigma \rightarrow \infty$, i.e.:

$$
W_{\sigma}(\zeta) \rightrightarrows W(\zeta), \quad \frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}} \rightrightarrows \frac{\partial W(\zeta)}{\partial \zeta_{j}}, \quad j=1, \ldots, m
$$

It should be noted that the set $E_{\varepsilon}=\Omega \backslash \bar{\Omega}_{\varepsilon}$ serves as a boundary layer for this problem, as in the theory of singular perturbations, where there is no uniform convergence.

## 4. Regularized solution of the problem (1)-(2)

Suppose that the surface $\Sigma$ (or the curve at $m=2$ ) is given by the equation

$$
\eta_{m}=\psi\left(\eta^{\prime}\right), \quad \eta^{\prime} \in \mathbb{R}^{m-1}
$$

where $\psi\left(\eta^{\prime}\right)$ is a single-valued function satisfying the Lyapunov conditions.
We put

$$
q=\max _{D} \psi\left(\eta^{\prime}\right), \quad l=\max _{D} \sqrt{1+\psi^{\prime 2}\left(\eta^{\prime}\right)} .
$$

Theorem 4.1. Let $W(\eta) \in S(\Omega)$ satisfy condition (11), and on a smooth surface $\Sigma$ the inequality

$$
\begin{equation*}
|W(\eta)| \leq \delta, \quad 0<\delta<1 \tag{27}
\end{equation*}
$$

Then the following estimates are true

$$
\begin{gather*}
|W(\zeta)| \leq K(\lambda, \zeta) \sigma^{k} M^{1-\frac{\zeta m}{q}} \delta^{\frac{\zeta m}{q}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{28}\\
\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}\right| \leq K(\lambda, \zeta) \sigma^{k} M^{1-\frac{\zeta m}{q}} \delta^{\frac{\zeta m}{q}}, \quad \sigma>1, \quad \zeta \in \Omega \tag{29}
\end{gather*}
$$

Proof. Let us first estimate inequality (28). Using the integral formula (10), we have

$$
\begin{equation*}
\left.W(\zeta)=\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}+\int_{D} N_{\sigma}(\eta, \zeta ; \lambda)\right) W(\eta) d s_{\eta}, \quad \zeta \in \Omega . \tag{30}
\end{equation*}
$$

We estimate the following

$$
\begin{equation*}
|W(\zeta)| \leq\left|\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right|+\left|\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right|, \quad \zeta \in \Omega . \tag{31}
\end{equation*}
$$

Given inequality (27), we estimate the first integral of inequality (31).

$$
\begin{gather*}
\left|\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right| \leq \int_{\Sigma}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right||W(\eta)| d s_{\eta} \leq  \tag{32}\\
\leq \delta \int_{\Sigma}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta}, \quad \zeta \in \Omega
\end{gather*}
$$

To do this, we estimate the integrals $\int_{\Sigma}\left|\Psi_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta}, \quad \int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{j}}\right| d s_{\eta}, \quad(j=$ $1,2, \ldots, m-1)$ and $\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{m}}\right| d s_{\eta}$ on a smooth surface $\Sigma$.

Given equality (16) and the inequality (17), we have

$$
\begin{equation*}
\int_{\Sigma}\left|\Psi_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega . \tag{33}
\end{equation*}
$$

To estimate the second integral, using equalities (16) and (19) as well as inequality (17), we obtain

$$
\begin{gather*}
\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{j}}\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega,  \tag{34}\\
j=1, \quad, m-1 .
\end{gather*}
$$

To estimate the integral $\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{m}}\right| d s_{\eta}$, using equality (16) and inequality (17), we obtain

$$
\begin{equation*}
\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \eta_{m}}\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega . \tag{35}
\end{equation*}
$$

From (33)-(35), we obtain

$$
\begin{equation*}
\left|\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right| \leq K(\lambda, \zeta) \sigma^{k} \delta e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega . \tag{36}
\end{equation*}
$$

The following is known

$$
\begin{equation*}
\left|\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right| \leq K(\lambda, \zeta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega . \tag{37}
\end{equation*}
$$

Now taking into account (36)-(37), we have

$$
\begin{equation*}
|W(\zeta)| \leq \frac{K(\lambda, \zeta) \sigma^{k}}{2}\left(\delta e^{\sigma q}+M\right) e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega . \tag{38}
\end{equation*}
$$

Choosing $\sigma$ from the equality

$$
\begin{equation*}
\sigma=\frac{1}{q} \ln \frac{M}{\delta}, \tag{39}
\end{equation*}
$$

we obtain an estimate (28).
Now let us prove inequality (29). To do this, we find the partial derivative from the integral formula (10) with respect to the variable $\zeta_{j}, \quad j=1, \ldots, m-1$ :

$$
\begin{align*}
& \frac{\partial W(\zeta)}{\partial \zeta_{j}}=\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}+\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}+ \\
& +\frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}+\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}, \quad \zeta \in \Omega, \quad j=1, \ldots, m \tag{40}
\end{align*}
$$

Here

$$
\begin{equation*}
\frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}=\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta} \tag{41}
\end{equation*}
$$

We estimate the following

$$
\begin{align*}
& \left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}\right| \leq\left|\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right|+\left|\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right| \leq  \tag{42}\\
& \leq\left|\frac{\partial W_{\sigma}(\zeta)}{\partial \zeta_{j}}\right|+\left|\int_{D} \frac{\left.\partial L_{\sigma}(\eta, \zeta ; \lambda)\right)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right|, \quad \zeta \in \Omega, \quad j=1, \ldots, m
\end{align*}
$$

Given inequality (27), we estimate the first integral of inequality (42).

$$
\begin{align*}
& \left|\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right| \leq \int_{\Sigma}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right||W(\eta)| d s_{\eta} \leq  \tag{43}\\
& \quad \leq \delta \int_{\Sigma}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta}, \quad \zeta \in \Omega, \quad j=1, \ldots, m
\end{align*}
$$

To do this, we estimate the integrals $\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta}, \quad(j=1,2, \ldots, m-1)$ and $\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{m}}\right| d s_{\eta}$ on a smooth surface $\Sigma$.

Given equality (16), inequality (17) and equality (24), we obtain

$$
\begin{gather*}
\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{44}\\
j=1,2, \ldots, m-1
\end{gather*}
$$

Now, we estimate the integral $\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{m}}\right| d s_{\eta}$.
Taking into account equality (16) and inequality (17), we obtain

$$
\begin{equation*}
\int_{\Sigma}\left|\frac{\partial \Psi_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{m}}\right| d s_{\eta} \leq K(\lambda, \zeta) \sigma^{k} e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega \tag{45}
\end{equation*}
$$

From (44)-(45), we obtain

$$
\begin{gather*}
\left|\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta)\right| \leq K(\lambda, \zeta) \sigma^{k} \delta e^{\sigma\left(q-\zeta_{m}\right)}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{46}\\
j=1, \ldots, m
\end{gather*}
$$

The following is known

$$
\begin{gather*}
\left|\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right| \leq K(\lambda, \zeta) \sigma^{k} M e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{47}\\
j=1, \ldots, m
\end{gather*}
$$

Now taking into account (46)-(47), bearing in mind (42), we have

$$
\begin{gather*}
\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}\right| \leq \frac{K(\lambda, \zeta) \sigma^{k}}{2}\left(\delta e^{\sigma q}+M\right) e^{-\sigma \zeta_{m}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{48}\\
j=1, \ldots, m
\end{gather*}
$$

Choosing $\sigma$ from the equality (39), we obtain an estimate (29).
Theorem 4.1 is proved.
Let $W(\eta) \in S(\Omega)$ and instead $W(\eta)$ on $\Sigma$ with its approximation $f_{\delta}(\eta)$ are given, respectively, with an error $0<\delta<1$,

$$
\begin{equation*}
\max _{\Sigma}\left|W(\eta)-f_{\delta}(\eta)\right| \leq \delta \tag{49}
\end{equation*}
$$

We put

$$
\begin{equation*}
W_{\sigma(\delta)}(\zeta)=\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) f_{\delta}(\eta) d s_{y}, \quad \zeta \in \Omega \tag{50}
\end{equation*}
$$

Theorem 4.2. Let $W(\eta) \in S(\Omega)$ on the part of the plane $\eta_{m}=0$ satisfy condition (11).
Then the following estimates is true

$$
\begin{gather*}
\left|W(\zeta)-W_{\sigma(\delta)}(\zeta)\right| \leq K(\lambda, \zeta) \sigma^{k} M^{1-\frac{\zeta m}{q}} \delta^{\frac{\zeta m}{q}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{51}\\
\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}-\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}\right| \leq K(\lambda, \zeta) \sigma^{k} M^{1-\frac{\zeta m}{q}} \delta^{\frac{\zeta m}{q}}, \quad \sigma>1, \quad \zeta \in \Omega  \tag{52}\\
j=1, \ldots, m
\end{gather*}
$$

Proof. From the integral formulas (10) and (50), we have

$$
\begin{gathered}
W(\zeta)-W_{\sigma(\delta)}(\zeta)=\int_{\partial \Omega} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}-\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) f_{\delta}(\eta) d s_{\eta}= \\
=\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}+\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}-\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda) f_{\delta}(\eta) d s_{\eta}= \\
=\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda)\left\{W(\eta)-f_{\delta}(\eta)\right\} d s_{\eta}+\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}
\end{gathered}
$$

and

$$
\begin{aligned}
& \frac{\partial W(\zeta)}{\partial \zeta_{j}}-\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}=\int_{\partial \Omega} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}-\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} f_{\delta}(\eta) d s_{\eta}= \\
= & \int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}+\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}-\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} f_{\delta}(\eta) d s_{\eta}= \\
= & \int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\left\{W(\eta)-f_{\delta}(\eta)\right\} d s_{\eta}+\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}, \quad j=1, \ldots, m
\end{aligned}
$$

Using conditions (11) and (49), we estimate the following:

$$
\begin{gathered}
\left|W(\zeta)-W_{\sigma(\delta)}(\zeta)\right|=\left|\int_{\Sigma} L_{\sigma}(\eta, \zeta ; \lambda)\left\{W(\eta)-f_{\delta}(\eta)\right\} d s_{\eta}\right|+ \\
+\left|\int_{D} L_{\sigma}(\eta, \zeta ; \lambda) W(\eta) d s_{\eta}\right| \leq \int_{\Sigma}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right|\left|\left\{W(\eta)-f_{\delta}(\eta)\right\}\right| d s_{\eta}+ \\
+\int_{D}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right||W(\eta)| d s_{\eta} \leq \delta \int_{\Sigma}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta}+M \int_{D}\left|L_{\sigma}(\eta, \zeta ; \lambda)\right| d s_{\eta} .
\end{gathered}
$$

and

$$
\begin{gathered}
\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}-\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}\right|=\left|\int_{\Sigma} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\left\{W(\eta)-f_{\delta}(\eta)\right\} d s_{y}\right|+ \\
+\left|\int_{D} \frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}} W(\eta) d s_{\eta}\right| \leq \int_{\Sigma}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right|\left|\left\{W(\eta)-f_{\delta}(\eta)\right\}\right| d s_{\eta}+ \\
+\int_{D}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right||W(\eta)| d s_{\eta} \leq \delta \int_{\Sigma}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta}+ \\
+M \int_{D}\left|\frac{\partial L_{\sigma}(\eta, \zeta ; \lambda)}{\partial \zeta_{j}}\right| d s_{\eta}, \quad j=1, \ldots, m .
\end{gathered}
$$

Now, repeating the proof of Theorems 3.1 and 4.1, we obtain

$$
\begin{gathered}
\left|W(\zeta)-W_{\sigma(\delta)}(\zeta)\right| \leq \frac{K(\lambda, \zeta) \sigma^{k}}{2}\left(\delta e^{\sigma q}+M\right) e^{-\sigma \zeta_{m}} . \\
\left|\frac{\partial W(\zeta)}{\partial \zeta_{j}}-\frac{W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}\right| \leq \frac{K(\lambda, \zeta) \sigma^{k}}{2}\left(\delta e^{\sigma q}+M\right) e^{-\sigma \zeta_{m}}, \quad j=1, \ldots, m .
\end{gathered}
$$

From here, choosing $\sigma$ from equality (39), we have an estimates (51) and (52).
Theorem 4.2 is proved.
Corollary 4.1. For each $\zeta \in \Omega$, the equalities are true

$$
\lim _{\delta \rightarrow 0} W_{\sigma(\delta)}(\zeta)=W(\zeta), \quad \lim _{\delta \rightarrow 0} \frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}=\frac{\partial W(\zeta)}{\partial \zeta_{j}}, \quad j=1, \ldots, m
$$

Corollary 4.2. If $x \in \bar{\Omega}_{\varepsilon}$, then the families of functions $\left\{W_{\sigma(\delta)}(\zeta)\right\}$ and $\left\{\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}\right\}$ converge uniformly for $\delta \rightarrow 0$, i.e.:

$$
W_{\sigma(\delta)}(\zeta) \rightrightarrows W(\zeta), \quad \frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}} \rightrightarrows \frac{\partial W(\zeta)}{\partial \zeta_{j}}, \quad j=1, \ldots, m
$$

## 5. Conclusion

In this paper, we have explicitly found a regularized solution to the ill-posed Cauchy problem for matrix factorizations of the Helmholtz equation in a multidimensional bounded domain. It is assumed that a solution to the problem exists and is continuously differentiable in a closed domain with exactly given Cauchy data. For this case, an explicit formula for the continuation of the solution is established, as well as a regularization formula for the case when, under the indicated conditions, instead of the Cauchy data, their continuous approximations with a given error in the uniform metric are given. We have obtained a stability estimate for the solution of the Cauchy problem in the classical sense.

An estimate of the stability of the solution of the Cauchy problem in the classical sense for matrix factorizations of the Helmholtz equation is given. The problem is considered in which instead of the exact data of the Cauchy problem; their approximations with a given deviation in the uniform metric are given and under the assumption that the solution of the Cauchy problem is bounded on part $D$ of the boundary of the domain $\Omega$; an explicit regularization formula is obtained.

We note that when solving applied problems, one should find the approximate values of $W(\zeta)$ and $\frac{\partial W(\zeta)}{\partial \zeta_{j}}, \zeta \in \Omega, j=1, \ldots, m$.

In this paper, we construct a family of vector-functions $W\left(\zeta, f_{\delta}\right)=W_{\sigma(\delta)}(\zeta)$ and $\frac{\partial W\left(\zeta, f_{\delta}\right)}{\partial \zeta_{j}}=\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}, j=1, \ldots, m$ depending on a parameter $\sigma$, and prove that under certain conditions and a special choice of the parameter $\sigma=\sigma(\delta)$, at $\delta \rightarrow 0$, the family $W_{\sigma(\delta)}(\zeta)$ and $\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}$ converges in the usual sense to a solution $W(\zeta)$ and its derivative $\frac{\partial W(\zeta)}{\partial \zeta_{j}}$ at a point $\zeta \in \Omega$. Following A.N. Tikhonov (see [2]), a family of vector-valued functions $W_{\sigma(\delta)}(\zeta)$ and $\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}$ is called a regularized solution of the problem. A regularized solution determines a stable method of approximate solution of the problem.
Thus, functionals $W_{\sigma(\delta)}(\zeta)$ and $\frac{\partial W_{\sigma(\delta)}(\zeta)}{\partial \zeta_{j}}$ determines the regularization of the solution of problem (1)-(2).

Acknowledgement. We would like to thank the referees for their comments and suggestions on the manuscript.

## References

[1] Bers A., John F. and Shekhter M., (1966), Partial Differential Equations, Mir, Moscow.
[2] Tikhonov A. N., (1963), On the solution of ill-posed problems and the method of regularization, Reports of the USSR Academy of Sciences, 151(3), pp. 501-504.
[3] Ramazanova A. T., (2021), Necessary conditions for the existence of a saddle point in one optimal control problem for systems of hyperbolic equations, European Journal of Pure and Applied Mathematics, 14(4), pp. 1402-1414.
[4] Shokri A. and Saadat H., (2016), P-stability, TF and VSDPL technique in Obrechkoff methods for the numerical solution of the Schrödinger equation, Bull. Iran. Math. Soc., 42(3), pp. 687-706.
[5] Shokri A. and Tahmourasi M., (2017), A new two-step Obrechkoff method with vanished phase-lag and some of its derivatives for the numerical solution of radial Schrödinger equation and related IVPs with oscillating solutions, Iranian J. Math. Chem., 8(2), pp. 137-159.
[6] Shokri A., Khalsaraei M. M., Noeiaghdam S. and Juraev D. A., (2022), A new divided difference interpolation method for two-variable functions, Global and Stochastic Analysis, 9(2), pp. 19-26.
[7] Corcino B. C., Corcino R. B., Damgo B. A. A. and Cañete J. A. A., (2022), Integral representation and explicit formula at rational arguments for Apostol - Tangent polynomials, Symmetry, 14(1), pp. 1-10.
[8] Juraev D. A., (2017), The Cauchy problem for matrix factorizations of the Helmholtz equation in an unbounded domain, Siberian Electronic Mathematical Reports, 14, pp. 752-764.
[9] Juraev D. A., (2018), On the Cauchy problem for matrix factorizations of the Helmholtz equation in a bounded domain, Siberian Electronic Mathematical Reports, 15, pp. 11-20.
[10] Juraev D. A., (2018), On the Cauchy problem for matrix factorizations of the Helmholtz equation in an unbounded domain in $\mathbb{R}^{2}$, Siberian Electronic Mathematical Reports, 15, pp. 1865-1877.
[11] Zhuraev D. A., (2018), Cauchy problem for matrix factorizations of the Helmholtz equation, Ukrainian Mathematical Journal, 69(10), pp. 1583-1592.
[12] Juraev D. A. and Noeiaghdam S., (2021), Regularization of the ill-posed Cauchy problem for matrix factorizations of the Helmholtz equation on the plane, Axioms, 10(2), pp. 1-14.
[13] Juraev D. A., (2021), Solution of the ill-posed Cauchy problem for matrix factorizations of the Helmholtz equation on the plane, Global and Stochastic Analysis, 8(3), pp. 1-17.
[14] Juraev D. A. and Noeiaghdam S., (2022), Modern problems of mathematical physics and their applications, Axioms, 11(2), pp. 1-6.
[15] Juraev D. A. and Gasimov Y. S., (2022), On the regularization Cauchy problem for matrix factorizations of the Helmholtz equation in a multidimensional bounded domain, Azerbaijan Journal of Mathematics, 12(1), pp. 142-161.
[16] Juraev D. A. and Noeiaghdam S., (2022), Modern problems of mathematical physics and their applications, MDPI, Axioms, Switzerland.
[17] Juraev D. A., (2022), On the solution of the Cauchy problem for matrix factorizations of the Helmholtz equation in a multidimensional spatial domain, Global and Stochastic Analysis, 9(2), pp. 1-17.
[18] Juraev D. A., (2022), The solution of the ill-posed Cauchy problem for matrix factorizations of the Helmholtz equation in a multidimensional bounded domain, Palestine Journal of Mathematics, 11(3), pp. 604-613.
[19] Arbuzov E. V. and Bukhgeim A. L., (2006), The Carleman formula for the Helmholtz equation, Siberian Mathematical Journal, 47(3), pp. 518-526.
[20] Goluzin G. M. and Krylov V. M., (1933), The generalized Carleman formula and its application to the analytic continuation of functions, Sbornik: Mathematics, 40(2), pp. 144-149.
[21] Bulnes J., (2022), An unusual quantum entanglement consistent with Schrödinger's equation, Global and Stochastic Analysis, 9(2), pp. 78-87.
[22] Bulnes J., (2022), Solving the heat equation by solving an integro-differential equation, Global and Stochastic Analysis, 9(2), pp. 89-97.
[23] Hadamard J., (1978), The Cauchy problem for linear partial differential equations of hyperbolic type, Nauka, Moscow.
[24] Berdawood K., Nachaoui A., Saeed R., Nachaoui M. and Aboud F., (2022), An efficient D-N alternating algorithm for solving an inverse problem for Helmholtz equation, Discrete \& Continuous Dynamical Systems-S, 15(1), pp. 57-78.
[25] Aizenberg L. A., (1990), Carleman's formulas in complex analysis, Nauka, Novosibirsk.
[26] Lavrent'ev M. M., (1957), On the Cauchy problem for second-order linear elliptic equations, Reports of the USSR Academy of Sciences, 112(2), pp. 195-197.
[27] Lavrent'ev M. M., (1962), On some ill-posed problems of mathematical physics, Nauka, Novosibirsk.
[28] Lavrent'ev M. M., Romanov V. G. and Shishatskii S. P., (1980), Ill-Posed Problems of Mathematical Physics and Analysis, Nauka, Moscow.
[29] Giang N. H., Nguyen T.-T., Tay C. C., Phuong L.A. and Dang T.-T., (2022), Towards predictive Vietnamese human resource migration by machine learning: a case study in Northeast Asian Countries, Axioms, 11(4), pp. 1-15.
[30] Tarkhanov N. N., (1985), Stability of the solutions of elliptic systems, Funct. Anal. Appl., 19(3), pp. 245-247.
[31] Tarkhanov N. N., (1985), On the Carleman matrix for elliptic systems, Reports of the USSR Academy of Sciences, 284(2), pp. 294-297.
[32] Tarkhanov N. N., (1989), The solvability criterion for an ill-posed problem for elliptic systems, Reports of the USSR Academy of Sciences, 380(3), pp. 531-534.
[33] Tarkhanov N. N., (1995), The Cauchy problem for solutions of elliptic equations, Akad. Verl., V. 7, Berlin.
[34] Kythe P. K., (1996), Fundamental solutions for differential operators and applications, Birkhauser, Boston.
[35] Carleman T., (1926), Les fonctions quasi analytiques. Gautier-Villars et Cie., Paris.
[36] Yarmukhamedov Sh., (1977), On the Cauchy problem for the Laplace equation, Reports of the USSR Academy of Sciences, 235(2), pp. 281-283.
[37] Yarmukhamedov Sh., (1997), On the extension of the solution of the Helmholtz equation, Reports of the Russian Academy of Sciences, 357(3), pp. 320-323.
[38] Ibrahimov V. R., Mehdiyeva G. Yu., Yue X. G., Kaabar M. K. A., Noeiaghdam S. and Juraev D. A., (2021), Novel symmetric numerical methods for solving symmetric mathematical problems, International Journal of Circuits, Systems and Signal Processing, 15, pp. 1545-1557.
[39] Fayziyev Yu., Buvaev Q., Juraev D., Nuralieva N., Sadullaeva Sh., (2022), The inverse problem for determining the source function in the equation with the Riemann-Liouville fractional derivative, Global and Stochastic Analysis, 9(2), pp. 43-52.

Davron Aslonqulovich Juraev for the photography and short autobiography, see TWMS J. App. and Eng. Math. V.13, N.4.

Samad Noeiaghdam for the photography and short autobiography, see TWMS J. App. and Eng. Math. V.13, N.4.

Praveen Agarwal for the photography and short autobiography, see TWMS J. App. and Eng. Math. V.13, N.4.



[^0]:    ${ }^{1}$ Department of Natural Science Disciplines, Higher Military Aviation School of the Republic of Uzbekistan, Jaykhun 54, 180117, Karshi, Uzbekistan.
    e-mail: juraevdavron12@gmail.com; ORCID: https://orcid.org/0000-0003-1224-6764.

    * Corresponding author.
    ${ }^{2}$ Industrial Mathematics Laboratory, Baikal School of BRICS, Irkutsk National Research Technical University, Irkutsk 664074, Russia.
    e-mail: snoei@istu.edu; ORCID: https://orcid.org/0000-0002-2307-0891.
    ${ }^{3}$ Department of Applied Mathematics and Programming, South Ural State University, Lenin Prospect 76, Chelyabinsk 454080, Russia.
    e-mail: noiagdams@susu.ru; ORCID: https://orcid.org/0000-0002-2307-0891.
    ${ }^{4}$ Department of Mathematics, Anand International College of Engineering, Near Kanota, Agra Road, Jaipur-303012, Rajasthan, India.
    e-mail: goyal.praveen2011@gmail.com; ORCID: https://orcid.org/ 0000-0001-7556-8942
    ${ }^{5}$ Department of Mathematics, Texas A \& M University-Kingsville, TX 78363, Kingsville, USA. e-mail: ravi.agarwal@tamuk.edu; ORCID: https://orcid.org/0000-0003-0634-2370.
    § Manuscript received: May 18, 2022; accepted: June 05, 2022. TWMS Journal of Applied and Engineering Mathematics, Vol.14, No. 2 © Işık University, Department of Mathematics, 2024; all rights reserved.

